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Chapter 1

What Is Economics?

Economics studies the allocation of scarce resources among people—examining
what goods and services wind up in the hands of which people. Why scarce
resources? Absent scarcity, there is no significant allocation issue. All practical, and
many impractical, means of allocating scarce resources are studied by economists.
Markets are an important means of allocating resources, so economists study
markets. Markets include not only stock markets like the New York Stock Exchange
and commodities’ markets like the Chicago Mercantile, but also farmers’ markets;
auction markets like Christie’s, or Sotheby’s (made famous in movies by people
scratching their noses and inadvertently purchasing a Ming vase), or eBay, or more
ephemeral markets such as the market for music CDs in your neighborhood. In
addition, goods and services (which are scarce resources) are allocated by
governments, using taxation as a means of acquiring the items. Governments may
be controlled by a political process, and the study of allocation by the politics,
which is known as political economy, is a significant branch of economics. Goods
are allocated by certain means, like theft, deemed illegal by the government, and
such allocation methods nevertheless fall within the domain of economic analysis;
the market for marijuana remains vibrant despite interdiction by the governments
of most nations. Other allocation methods include gifts and charity, lotteries and
gambling, and cooperative societies and clubs, all of which are studied by
economists.

Some markets involve a physical marketplace. Traders on the New York Stock
Exchange get together in a trading pit. Traders on eBay come together in an
electronic marketplace. Other markets, which are more familiar to most of us,
involve physical stores that may or may not be next door to each other and
customers who search among the stores and purchase when they find an
appropriate item at an acceptable price. When we buy bananas, we don’t typically
go to a banana market and purchase from one of a dozen or more banana sellers,
but instead go to a grocery store. Nevertheless, in buying bananas, the grocery
stores compete in a market for our banana patronage, attempting to attract
customers to their stores and inducing them to purchase bananas.

Price—exchange of goods and services for money—is an important allocation
means, but price is hardly the only factor even in market exchanges. Other terms,
such as convenience, credit terms, reliability, and trustworthiness, are also valuable
to the participants in a transaction. In some markets such as 36-inch Sony WEGA
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televisions, one-ounce bags of Cheetos, or Ford Autolite spark plugs, the products
offered by distinct sellers are identical; and, for such products, price is usually the
primary factor considered by buyers, although delivery and other aspects of the
transaction may still matter. For other products, like restaurant meals, different
brands of camcorders, or traveling on competing airlines, the products differ to
some degree, by quality reliability and convenience of service. Nevertheless, these
products are considered to be in the same market because they are reasonable
substitutes for each other.

Economic analysis is used in many situations. When British Petroleum (BP) sets the
price for its Alaskan crude oil, it employs an estimated demand model, for gasoline
consumers and for the refineries to which BP sells. A complex computer model
governs the demand for oil by each refinery. Large companies such as Microsoft and
its rival Netscape routinely use economic analysis to assess corporate conduct and
to determine if their behavior is harmful to competition. Stock market analysts rely
on economic models to forecast profits and dividends of companies in order to
predict the price of their stocks. Government forecasts of the budget deficit or
estimates of the impact of new environmental regulation are predicated on a
variety of different economic models. This book presents the building blocks for the
models that are commonly used by an army of economists thousands of times per
day.
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1.1 Normative and Positive Theories

1.

2.

A study that aims to
understand the world without
value judgments.

A study that makes value
judgments.

. A normative analysis that

weighs the gains and losses to
different individuals to
determine changes that
provide greater benefits than
harm.

. The amount a customer is

willing and able to pay for a
good.

. A normative analysis that

trades off gains and losses to
different individuals.

LEARNING OBJECTIVES

1. How is economics used?
2. What is an economic theory?
3. What is a market?

Economic analysis serves two main purposes. The first is to understand how goods
and services, the scarce resources of the economy, are actually allocated in practice.
This is a positive analysis’, like the study of electromagnetism or molecular
biology; it aims to understand the world without value judgments. The development
of this positive theory, however, suggests other uses for economics. Economic
analysis can predict how changes in laws, rules, and other government policies will
affect people and whether these changes are socially beneficial on balance. Such
predictions combine positive analysis—predicting the effects of changes in
rules—with studies that make value judgments known as normative analyses®. For
example, a gasoline tax to build highways harms gasoline buyers (who pay higher
prices) but helps drivers (by improving the transportation system). Since drivers
and gasoline buyers are typically the same people, a normative analysis suggests
that everyone will benefit. Policies that benefit everyone are relatively
uncontroversial.

In contrast, cost-benefit analysis® weighs the gains and losses to different
individuals to determine changes that provide greater benefits than harm. For
example, a property tax to build a local park creates a benefit to park users but
harms property owners who pay the tax. Not everyone benefits, since some
taxpayers don’t use the park. Cost-benefit analysis weighs the costs against the
benefits to determine if the policy is beneficial on balance. In the case of the park,
the costs are readily measured in monetary terms by the size of the tax. In contrast,
the benefits are more difficult to estimate. Conceptually, the benefits are the
amount the park users would be willing to pay to use the park. However, if there is
no admission charge to the park, one must estimate a willingness-to-pay”, the
amount a customer is willing and able to pay for a good. In principle, the park
provides greater benefits than costs if the benefits to the users exceed the losses to
the taxpayers. However, the park also involves transfers from one group to another.

Welfare analysis” is another approach to evaluating government intervention into
markets. It is a normative analysis that trades off gains and losses to different
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individuals. Welfare analysis posits social preferences and goals, such as helping the
poor. Generally a welfare analysis requires one to perform a cost-benefit analysis,
which accounts for the overall gains and losses but also weighs those gains and
losses by their effects on other social goals. For example, a property tax to subsidize
the opera might provide more value than costs, but the bulk of property taxes are
paid by lower- and middle-income people, while the majority of operagoers are
wealthy. Thus, the opera subsidy represents a transfer from relatively low-income
people to wealthy people, which contradicts societal goals of equalization. In
contrast, elimination of sales taxes on basic food items like milk and bread has a
greater benefit to the poor, who spend a much larger percentage of their income on
food, than do the rich. Thus, such schemes are desirable primarily for their
redistribution effects. Economics is helpful for providing methods to determining
the overall effects of taxes and programs, as well as the distributive impacts. What
economics can’t do, however, is advocate who ought to benefit. That is a matter for
society to decide.

KEY TAKEAWAYS

« A positive analysis, analogous to the study of electromagnetism or
molecular biology, involves only the attempt to understand the world
around us without value judgments.

« Economic analyses employing value judgments are known as normative
analyses. When everyone is made better off by a change, recommending
that change is relatively uncontroversial.

* A cost-benefit analysis totals the gains and losses to different individuals
in dollars and suggests carrying out changes that provide greater
benefits than harm. A cost-benefit analysis is a normative analysis.

+ Welfare analysis posits social preferences and goals, permitting an
optimization approach to social choice. Welfare analysis is normative.

+ Economics helps inform society about the consequences of decisions, but
the valuation of those decisions is a matter for society to choose.

1.1 Normative and Positive Theories 6
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1.2 Opportunity Cost

LEARNING OBJECTIVES

1. What is opportunity cost?
2. How is it computed?
3. What is its relationship to the usual meaning of cost?

Economists think of cost in a slightly quirky way that makes sense, however, once
you think about it for a while. We use the term opportunity cost® to remind you
occasionally of our idiosyncratic notion of cost. For an economist, the cost of buying
or doing something is the value that one forgoes in purchasing the product or
undertaking the activity of the thing. For example, the cost of a university
education includes the tuition and textbook purchases, as well as the wages that
were lost during the time the student was in school. Indeed, the value of the time
spent in acquiring the education is a significant cost of acquiring the university
degree. However, some “costs” are not opportunity costs. Room and board would
not be a cost since one must eat and live whether one is working or at school. Room
and board are a cost of an education only insofar as they are expenses that are only
incurred in the process of being a student. Similarly, the expenditures on activities
that are precluded by being a student—such as hang-gliding lessons, or a trip to
Europe—represent savings. However, the value of these activities has been lost
while you are busy reading this book.

Opportunity cost is defined by the following:
The opportunity cost is the value of the best forgone alternative.

This definition emphasizes that the cost of an action includes the monetary cost as
well as the value forgone by taking the action. The opportunity cost of spending $19
to download songs from an online music provider is measured by the benefit that
you would have received had you used the $19 instead for another purpose. The
opportunity cost of a puppy includes not just the purchase price but the food,
veterinary bills, carpet cleaning, and time value of training as well. Owning a puppy
is a good illustration of opportunity cost, because the purchase price is typically a
negligible portion of the total cost of ownership. Yet people acquire puppies all the
time, in spite of their high cost of ownership. Why? The economic view of the world

6. The value that fi i
¢ yave tar one forgoes in is that people acquire puppies because the value they expect exceeds their

purchasing a product or
undertaking an activity.
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7.

10.

The amount of money that
provides equal utility to the
random payoff of the gamble.

. Field devoted to studying the

buying or selling of assets and
options to reduce overall risk.

. The difference between the

expected payoff and the
certainty equivalent.

Method of valuation in which
each item is first evaluated
separately and then the item
values are added together to
arrive at a total value.

1.2 Opportunity Cost

opportunity cost. That is, they reveal their preference for owning the puppy, as the
benefit they derive must apparently exceed the opportunity cost of acquiring it.

Even though opportunity costs include nonmonetary costs, we will often monetize
opportunity costs, by translating these costs into dollar terms for comparison
purposes. Monetizing opportunity costs is valuable, because it provides a means of
comparison. What is the opportunity cost of 30 days in jail? It used to be that judges
occasionally sentenced convicted defendants to “thirty days or thirty dollars,”
letting the defendant choose the sentence. Conceptually, we can use the same idea
to find out the value of 30 days in jail. Suppose you would pay a fine of $750 to avoid
the 30 days in jail but would serve the time instead to avoid a fine of $1,000. Then
the value of the 30-day sentence is somewhere between $750 and $1,000. In
principle there exists a critical price at which you’re indifferent to “doing the time”
or “paying the fine.” That price is the monetized or dollar cost of the jail sentence.

The same process of selecting between payment and action may be employed to
monetize opportunity costs in other contexts. For example, a gamble has a
certainty equivalent’, which is the amount of money that makes one indifferent to
choosing the gamble versus the certain payment. Indeed, companies buy and sell
risk, and the field of risk management® is devoted to studying the buying or selling
of assets and options to reduce overall risk. In the process, risk is valued, and the
riskier stocks and assets must sell for a lower price (or, equivalently, earn a higher
average return). This differential, known as a risk premium’, is the monetization
of the risk portion of a gamble.

Buyers shopping for housing are presented with a variety of options, such as one-
or two-story homes, brick or wood exteriors, composition or shingle roofing, wood
or carpet floors, and many more alternatives. The approach economists adopt for
valuing these items is known as hedonic pricing'®. Under this method, each item is
first evaluated separately and then the item values are added together to arrive at a
total value for the house. The same approach is used to value used cars, making
adjustments to a base value for the presence of options like leather interior, GPS
system, iPod dock, and so on. Again, such a valuation approach converts a bundle of
disparate attributes into a monetary value.

The conversion of costs into dollars is occasionally controversial, and nowhere is it
more so than in valuing human life. How much is your life worth? Can it be
converted into dollars? Some insight into this question can be gleaned by thinking
about risks. Wearing seatbelts and buying optional safety equipment reduce the risk
of death by a small but measurable amount. Suppose a $400 airbag reduces the
overall risk of death by 0.01%. If you are indifferent to buying the airbag, you have
implicitly valued the probability of death at $400 per 0.01%, or $40,000 per 1%, or
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around $4,000,000 per life. Of course, you may feel quite differently about a 0.01%
chance of death compared with a risk 10,000 times greater, which would be a
certainty. But such an approach provides one means of estimating the value of the
risk of death—an examination of what people will, and will not, pay to reduce that
risk.

KEY TAKEAWAYS

¢ The opportunity cost is the value of the best-forgone alternative.

¢ Opportunity cost of a purchase includes more than the purchase price
but all of the costs associated with a choice.

+ The conversion of costs into dollar terms, while sometimes
controversial, provides a convenient means of comparing costs.

1.2 Opportunity Cost 9
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1.3 Economic Reasoning and Analysis

11. Latin phrase meaning “other
things equal.”

LEARNING OBJECTIVES

1. How do economists reason?

2. What is comparative static?

3. What assumptions are commonly made by economists about human
behavior?

4. What do economists mean by marginal?

What this country needs is some one-armed economists.

- —Harry S. Truman

Economic reasoning is rather easy to satirize. One might want to know, for instance,
what the effect of a policy change—a government program to educate unemployed
workers, an increase in military spending, or an enhanced environmental
regulation—will be on people and their ability to purchase the goods and services
they desire. Unfortunately, a single change may have multiple effects. As an absurd
and tortured example, government production of helium for (allegedly) military
purposes reduces the cost of children’s birthday balloons, causing substitution away
from party hats and hired clowns. The reduction in demand for clowns reduces
clowns’ wages and thus reduces the costs of running a circus. This cost reduction
increases the number of circuses, thereby forcing zoos to lower admission fees to
compete with circuses. Thus, were the government to stop subsidizing the
manufacture of helium, the admission fees of zoos would likely rise, even though
zoos use no helium. This example is superficially reasonable, although the effects
are miniscule.

To make any sense of all the effects of a change in economic conditions, it is helpful
to divide up the effects into pieces. Thus, we will often look at the effects of a
change in relation to “other things equal,” that is, assuming nothing else has
changed. This isolates the effect of the change. In some cases, however, a single
change can lead to multiple effects; even so, we will still focus on each effect
individually. A gobbledygook way of saying “other things equal” is to use Latin and
say “ceteris paribus''.” Part of your job as a student is to learn economic jargon,

and that is an example. Fortunately, there isn’t too much jargon.

10
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12. A model of the choices that
people make, presuming that
they select on the basis of their
own welfare only.

13. Selfishness.

We will make a number of assumptions that you may find implausible. Not all of the
assumptions we make are necessary for the analysis, but instead are used to
simplify things. Some, however, are necessary and therefore deserve an
explanation. There is a frequent assumption in economics that the people we will
talk about are exceedingly selfish relative to most people we know. We model the
choices that people make, presuming that they select on the basis of their own
welfare only. Such people—the people in the models as opposed to real people—are
known as “homo economicus'?.” Real people are indubitably more altruistic than
homo economicus, because they couldn’t be less: homo economicus is entirely
selfish. (The technical term is self-interested behavior'.) That doesn’t necessarily
invalidate the conclusions drawn from the theory, however, for at least four

reasons:

1. People often make decisions as families or households rather than as
individuals, and it may be sensible to consider the household as the
“consumer.” Identifying households as fairly selfish is more plausible
perhaps than identifying individuals as selfish.

2. Economics is mostly silent on why consumers want things. You may
wish to make a lot of money to build a hospital or endow a library,
which would be altruistic. Such motives are not inconsistent with self-
interested behavior.

3. Corporations are expected to serve their shareholders by maximizing
share value, thus inducing self-interested behavior on the part of the
corporation. Even if corporations could ignore the interests of their
shareholders, capital markets would require them to consider
shareholder interests as necessary condition for raising funds to
operate and invest. In other words, people choosing investments for
high returns will force corporations to seek a high return.

4. There are good, as well as bad, consequences that follow from people
acting in their self-interest, and it is important for us to know what
they are.

Thus, while the theory of self-interested behavior may not be universally
descriptive, it is nonetheless a good starting point for building a framework to
study the economics of human behavior.

Self-interested behavior will often be described as “maximizing behavior,” where
consumers maximize the value they obtain from their purchases, and firms
maximize their profits. One objection to this economic methodology is that people
rarely carry out the calculations necessary to literally maximize anything. However,
that is not a fatal flaw to the methodology. People don’t consciously do the physics
calculations to throw a baseball or thread a needle, yet they somehow accomplish
these tasks. Economists often consider that people act “as if” they maximize an

1.3 Economic Reasoning and Analysis 11
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14. A psychological tendency to
invest more once one has made
a significant nonrecoverable
investment, even when
subsequent investment isn’t
warranted.

15. A prediction that allows one to
determine how one variable
affects another, at least in the
setting described by the model.

16. Term meaning “the derivative
of.”

objective, even though no explicit calculation is performed. Some corporations in
fact use elaborate computer programs to minimize costs or maximize profits, and
the field of operations research creates and implements such maximization
programs. Thus, while individuals don’t necessarily calculate the consequences of
their behavior, some companies do.

A good example of economic reasoning is the sunk cost fallacy'*. Once one has
made a significant nonrecoverable investment, there is a psychological tendency to
invest more, even when subsequent investment isn’t warranted. France and Britain
continued to invest in the Concorde (a supersonic aircraft no longer in production)
long after they realized that the project would generate little return. If you watch a
movie to the end, even after you know it stinks, you haven fallen prey to the sunk
cost fallacy. The fallacy is attempting to make an investment that has gone bad turn
out to be good, even when it probably won’t. The popular phrase associated with
the sunk cost fallacy is “throwing good money after bad.” The fallacy of sunk costs
arises because of a psychological tendency to make an investment pay off when
something happens to render it obsolete. It is a mistake in many circumstances.

Casinos often exploit the fallacy of sunk costs. People who lose money gambling
hope to recover their losses by gambling more. The sunk “investment” to win
money may cause gamblers to invest even more in order to win back what has
already been lost. For most games like craps, blackjack, and one-armed bandits, the
house wins on average, so that the average gambler (and even the most skilled slot
machine or craps player) loses on average. Thus, for most, trying to win back losses
is to lose more on average.

The way economics performs is by a proliferation of mathematical models, and this
proliferation is reflected in this book. Economists reason with models. Models help
by removing extraneous details from a problem or issue, which allows one more
readily to analyze what remains. In some cases the models are relatively simple, like
supply and demand. In other cases, the models are more complex. In all cases, the
models are constructed to provide the simplest analysis possible that allows us to
understand the issue at hand. The purpose of the model is to illuminate connections
between ideas. A typical implication of a model is “when A increases, B falls.” This
“comparative static'>” prediction lets us determine how A affects B, at least in the
setting described by the model. The real world is typically much more complex than
the models we postulate. That doesn’t invalidate the model, but rather by stripping
away extraneous details, the model is a lens for focusing our attention on specific
aspects of the real world that we wish to understand.

One last introductory warning before we get started. A parody of economists talking
is to add the word marginal'® before every word. Marginal is just economists’

1.3 Economic Reasoning and Analysis 12
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jargon for “the derivative of.” For example, marginal cost is the derivative of cost;
marginal value is the derivative of value. Because introductory economics is usually
taught to students who have not yet studied calculus (or can’t be trusted to
remember it), economists avoid using derivatives and instead refer to the value of
the next unit purchased, or the cost of the next unit, in terms of the marginal value
or cost. This book uses “marginal” frequently because we wish to introduce the
necessary jargon to students who want to read more advanced texts or take more
advanced classes in economics. For an economics student not to know the word
marginal would be akin to a physics student who does not know the word mass. The
book minimizes jargon where possible, but part of the job of a principled student is
to learn the jargon, and there is no getting around that.

KEY TAKEAWAYS

« It is often helpful to break economic effects into pieces.

A common strategy is to examine the effects of a change in relation to
“other things equal,” that is, assuming nothing else has changed, which
isolates the effect of the change. “Ceteris paribus” means “other things
equal.”

« Economics frequently models the choices that people make by assuming
that they make the best choice for them. People in a model are known
occasionally as “homo economicus.” Homo economicus is entirely
selfish. The technical term is acting in one’s self-interest.

« Self-interested behavior is also described as “maximizing behavior,”
where consumers maximize the net value they obtain from their
purchases, and firms maximize their profits.

+ Once one has made a significant nonrecoverable investment, there is a
psychological tendency to invest more, even when the return on the
subsequent investment isn’t worthwhile, known as the sunk cost fallacy.

+ Economists reason with models. By stripping out extraneous details, the
model represents a lens to isolate and understand aspects of the real
world.

« Marginal is just economists’ jargon for “the derivative of.” For example,
marginal cost is the derivative of cost; marginal value is the derivative
of value.

1.3 Economic Reasoning and Analysis 13



Chapter 2
Supply and Demand

Supply and demand are the most fundamental tools of economic analysis. Most
applications of economic reasoning involve supply and demand in one form or
another. When prices for home heating oil rise in the winter, usually it is because
the weather is colder than normal and, thus, demand is higher than usual.
Similarly, a break in an oil pipeline creates a short-lived gasoline shortage, as
occurred in the Midwest in 2000. The price of DRAM, or dynamic random access
memory, used in personal computers, falls when new manufacturing facilities begin
production, increasing the supply of memory.

This chapter sets out the basics of supply and demand, introduces equilibrium
analysis, and considers some of the factors that influence supply and demand.
Dynamics are not considered, however, until Chapter 4 "The U.S. Economy", which
focuses on production; and Chapter 5 "Government Interventions" introduces a
more fundamental analysis of demand, including a variety of topics such as risk. In
essence, this is the economics “quickstart” guide to supply and demand, and we will
look more deeply at these issues in the subsequent chapters.

14



Chapter 2 Supply and Demand

2.1 Demand and Consumer Surplus

1. The value of consuming a good,
minus the price paid.

LEARNING OBJECTIVES

What is demand?

What is the value to buyers of their purchases?

What assumptions are commonly made about demand?

What causes demand to rise or fall?

What is a good you buy only because you are poor?

What are goods called that are consumed together?

How does the price of one good influence demand for other goods?

ooy @ 9

Eating a french fry makes most people a little bit happier, and most people are
willing to give up something of value—a small amount of money or a little bit of
time—to eat one. The personal value of the french fry is measured by what one is
willing to give up to eat it. That value, expressed in dollars, is the willingness to pay
for french fries. So, if you are willing to give up 3 cents for a single french fry, your
willingness to pay is 3 cents. If you pay a penny for the french fry, you’ve obtained a
net of 2 cents in value. Those 2 cents—the difference between your willingness to
pay and the amount you pay—is known as consumer surplus'. Consumer surplus is
the value of consuming a good, minus the price paid.

The value of items—like french fries, eyeglasses, or violins—is not necessarily close
to what one must pay for them. For people with bad vision, eyeglasses might be
worth $10,000 or more in the sense that people would be willing to pay this amount
or more to wear them. Since one doesn’t have to pay nearly this much for
eyeglasses means that the consumer surplus derived from eyeglasses is enormous.
Similarly, an order of french fries might be worth $3 to a consumer, but since they
are available for $1, the consumer obtains a surplus of $2 from purchase.

How much is a second order of french fries worth? For most of us, the first order is
worth more than the second one. If a second order is worth $2, we would still gain
from buying it. Eating a third order of fries is worth less still, and at some point
we’re unable or unwilling to eat any more fries even when they are free, that
implies that the value of additional french fries becomes zero eventually.

We will measure consumption generally as units per period of time, for example,
french fries consumed per month.

15
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2. Condition in which the value of
the last unit declines as the
number consumed rises.

Many, but not all, goods have this feature of diminishing marginal value’—the
value of the last unit declines as the number consumed rises. If we consume a
quantity g, that implies the marginal value, denoted by v(q), falls as the number of
units rise. When marginal value falls, which may occur with beer consumption,
constructing demand takes some additional effort, which isn’t a great deal of
consequence. Buyers will still choose to buy a quantity where marginal value is
decreasing. An example is illustrated in Figure 2.1 "The demand curve", where the
value is a straight line, declining in the number of units.

Demand needn’t be a straight line, and indeed could be
any downward-sloping curve. Contrary to the usual Figure 21 The demand
convention, the quantity demanded for any price is curve

represented by the vertical axis whereas the price is
plotted along the horizontal.

value

vag.p

It is often important to distinguish the demand
curve—the relationship between price and quantity
demanded—from the quantity demanded. Typically,
“demand” refers to the curve, while “quantity
demanded” is a point on the curve.

For a price p, a consumer will buy units g such that v(q) > p since those units are
worth more than they cost. Similarly, a consumer would not buy units for which
v(g) < p. Thus, the quantity qo that solves the equation v(qo) = p indicates the

quantity the consumer will buy. This value is illustrated in Figure 2.1 "The demand
curve".We will treat units as continuous, even though they are discrete units. This
simplifies the mathematics; with discrete units, the consumer buys those units with
value exceeding the price and doesn’t buy those with value less than the price, just
as before. However, since the value function isn’t continuous, much less
differentiable, it would be an accident for marginal value to equal price. It isn’t
particularly difficult to accommodate discrete products, but it doesn’t enhance the
model so we opt for the more convenient representation. Another way of
expressing this insight is that the marginal value curve is the inverse of the demand
function, where the demand function gives the quantity purchased at a given price.
Formally, if x(p) is the quantity a consumer buys at price p, then v(x(p)) = p.

But what is the marginal value curve? Suppose the total value of consumption is
u(g). A consumer who pays u(q) for the quantity q is indifferent to receiving nothing
and paying nothing. For each quantity, there should exist one and only one price
that makes the consumer indifferent between purchasing and receiving nothing. If
the consumer is just willing to pay u(q), any additional amount exceeds what the
consumer should be willing to pay.

2.1 Demand and Consumer Surplus 16
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The consumer facing price p receives consumer surplus of CS = u(q) - pq. In order to
obtain the maximal benefit, the consumer chooses g to maximize u(g) - pg. When
the function CS is maximized, its derivative is zero. This implies that the quantity
maximizing the consumer surplus must satisfy

d ,
0= (u(q) — pq) = u'(q) - p.

Thus, v(q) = 1/ (q);implying that the marginal value is the derivative of the total
value.

Consumer surplus is the value of the consumption minus the amount paid, and it
represents the net value of the purchase to the consumer. Formally, it is u(q) - pq. A
graph of consumer surplus is generated by the following identity:

90 90

CS = max (u(q) — pq) = ulgy) — pgy = / (u'(x) = p)dx = / (v(x) -,

0 0

This expression shows that consumer surplus can be represented as the area below
the demand curve and above the price, as illustrated in Figure 2.2 "Consumer
surplus". The consumer surplus represents the consumer’s gains from trade, the
value of consumption to the consumer net of the price paid.

The consumer surplus can also be expressed using the
demand curve, by integrating from the price up to Figure 22 Consumer
where the demand curve intersects with the price axis. surplus

In this case, if x(p) is demand, we have

o0

CS = /x(y)dy.

p

V(@) =u'q

When you buy your first car, you experience an increase

in demand for gasoline because gasoline is pretty useful

for cars and not so much for other things. An imminent hurricane increases the
demand for plywood (to protect windows), batteries, candles, and bottled water. An
increase in demand is represented by a movement of the entire curve to the
northeast (up and to the right), which represents an increase in the marginal value
v (movement up) for any given unit, or an increase in the number of units
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3. Goods whose demand don’t
increase with income.

4. Goods whose demand increases
with income.

5. For a given good x, a good
whose consumption increases
the value of x.

demanded for any given price (movement to the right). Figure 2.3 "An increase in
demand" illustrates a shift in demand.

Similarly, the reverse movement represents a decrease in demand. The beauty of
the connection between demand and marginal value is that an increase in demand
could, in principle, have meant either more units demanded at a given price or a
higher willingness to pay for each unit, but those are in fact the same concept. Both
changes create a movement up and to the right.

For many goods, an increase in income increases the demand for the good. Porsche
automobiles, yachts, and Beverly Hills homes are mostly purchased by people with
high incomes. Few billionaires ride the bus. Economists aptly named goods whose
demand doesn’t increase with income inferior goods®, with the idea that people
substitute to better quality, more expensive goods as their incomes rise. When
demand for a good increases with income, the good is called a normal good®. it
would have been better to call such goods superior, but it is too late to change such
a widely accepted convention.

Another factor that influences demand is the price of
related goods. The dramatic fall in the price of Figure 2.3 An increase in
computers over the past 20 years has significantly demand
increased the demand for printers, monitors, and
Internet access. Such goods are examples of
complements’. Formally, for a given good x, a A
complement is a good whose consumption increases the A
value of x. Thus, the use of computers increases the A
value of peripheral devices like printers and monitors. A
The consumption of coffee increases the demand for

. A
cream for many people. Spaghetti and tomato sauce, ’
national parks and hiking boots, air travel and hotel
rooms, tables and chairs, movies and popcorn, bathing
suits and sunscreen, candy and dentistry—all are examples of complements for
most people. Consumption of one increases the value of the other. The
complementary relationship is typically symmetric—if consumption of x increases
the value of y, then consumption of y must increase the value of x.The basis for this
insight can be seen by denoting the total value in dollars of consuming goods x and

value

v(q)

y as u(x, y). Then the demand for x is given by the partial «/;, .The statement that
y is a complement means that the demand for x rises as y increases; that is,

Puforay > 0.But then with a continuous second derivative, @*u/gyax > 0, which
means the demand for y, 94/ ,increases with x. From this we can predict that if

the price of good y decreases, then the amount good y, a complementary good to x,
will decline. Why, you may ask? The reason is that consumers will purchase more of
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6. For a given good x, a good
whose consumption decreases
the value of x.

good x when its price decreases. This will make good y more valuable, and hence
consumers will also purchase more of good y as a result.

The opposite case of a complement is a substitute®. For a given good x, a substitute
is a good whose consumption decreases the value of x. Colas and root beer are
substitutes, and a fall in the price of root beer (resulting in an increase in the
consumption of root beer) will tend to decrease the demand for colas. Pasta and
ramen, computers and typewriters, movies (in theaters) and sporting events,
restaurants and dining at home, spring break in Florida versus spring break in
Mexico, marijuana and beer, economics courses and psychology courses, driving
and bicycling—these are all examples of substitutes for most people. An increase in
the price of a substitute increases the demand for a good; and, conversely, a
decrease in the price of a substitute decreases demand for a good. Thus, increased
enforcement of the drug laws, which tends to increase the price of marijuana, leads
to an increase in the demand for beer.

Much of demand is merely idiosyncratic to the individual—some people like plaids,
some like solid colors. People like what they like. People often are influenced by
others—tattoos are increasingly common, not because the price has fallen but
because of an increased acceptance of body art. Popular clothing styles change, not
because of income and prices but for other reasons. While there has been a modest
attempt to link clothing style popularity to economic factors,Skirts are allegedly
shorter during economic booms and lengthen during recessions. by and large there
is no coherent theory determining fads and fashions beyond the observation that
change is inevitable. As a result, this course, and economics generally, will accept
preferences for what they are without questioning why people like what they like.
While it may be interesting to understand the increasing social acceptance of
tattoos, it is beyond the scope of this text and indeed beyond most, but not all,
economic analyses. We will, however, account for some of the effects of the
increasing acceptance of tattoos through changes in the number of parlors offering
tattooing, changes in the variety of products offered, and so on.

2.1 Demand and Consumer Surplus 19



Chapter 2 Supply and Demand

KEY TAKEAWAYS

* Demand is the function that gives the number of units purchased as a
function of the price.

+ The difference between your willingness to pay and the amount you pay
is known as consumer surplus. Consumer surplus is the value in dollars of
a good minus the price paid.

+ Many, but not all, goods have the feature of diminishing marginal
value—the value of the last unit consumed declines as the number
consumed rises.

 Demand is usually graphed with price on the vertical axis and quantity
on the horizontal axis.

« Demand refers to the entire curve, while quantity demanded is a point
on the curve.

¢ The marginal value curve is the inverse of demand function.

« Consumer surplus is represented in a demand graph by the area
between demand and price.

« Anincrease in demand is represented by a movement of the entire curve
to the northeast (up and to the right), which represents an increase in
the marginal value v (movement up) for any given unit, or an increase in
the number of units demanded for any given price (movement to the
right). Similarly, the reverse movement represents a decrease in
demand.

+ Goods whose demand doesn’t increase with income are called inferior
goods, with the idea that people substitute to better quality, more
expensive goods as their incomes rise. When demand for a good
increases with income, the good is called normal.

 Demand is affected by the price of related goods.

+ For a given good x, a complement is a good whose consumption
increases the value of x. The complementarity relationship is
symmetric—if consumption of x increases the value of y, then
consumption of y must increase the value of x.

+ The opposite case of a complement is a substitute. An increase in the
consumption of a substitute decreases the value for a good.
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EXERCISES

1. A reservation price is is a consumer’s maximum willingness to pay for a
good that is usually bought one at a time, like cars or computers. Graph
the demand curve for a consumer with a reservation price of $30 for a
unit of a good.

2. Suppose the demand curve is given by x(p) = 1 - p. The consumer’s
expenditure is p * x(p) = p(1 - p). Graph the expenditure. What price
maximizes the consumer’s expenditure?

3. For demand x(p) = 1 - p, compute the consumer surplus function as a
function of p.

4. For demand x(p) = p'¢, for & > 1, find the consumer surplus as a function
of p. (Hint: Recall that the consumer surplus can be expressed as

(oo}

CS = /x(y)dy. )

p

5. Suppose the demand for wheat is given by qd = 3 - p and the
supply of wheat is given by gs = 2p, where p is the price.

a. Solve for the equilibrium price and quantity.

b. Graph the supply and demand curves. What are the
consumer surplus and producer profits?

c. Now suppose supply shifts to gs = 2p + 1. What are the new
equilibrium price and quantity?

6. How will the following affect the price of a regular cup of coffee,
and why?

Droughts in Colombia and Costa Rica

A shift toward longer work days

The price of milk falls

d. A new study that shows many great health benefits of tea

o op

7. Areservation price is a consumer’s maximum willingness to pay for a
good that is usually bought one at a time, like cars or computers.
Suppose in a market of T-shirts, 10 people have a reservation price of
$10 and the 11th person has a reservation price of $5. What does the
demand “curve” look like?

8. In Exercise 7, what is the equilibrium price if there were 9 T-shirts
available? What if there were 11 T-shirts available? How about 10?
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2.1 Demand and Consumer Surplus

9. A consumer’s value for slices of pizza is given by the following table.
Graph this person’s demand for slices of pizza.

0 0
1 4
2 7
3 10
4 12
5 11
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2.2 Supply and Profit

7. The function that gives the
quantity offered for sale as a
function of price.

LEARNING OBJECTIVES

What is supply?

What are gains made by sellers called?

What assumptions are commonly made about supply?

What causes supply to rise or fall?

What are goods produced together called?

How do the prices of one good influence supply for other goods?

SN A

The term supply’ refers to the function that gives the quantity offered for sale as a
function of price. The supply curve gives the number of units that will be supplied
on the horizontal axis, as a function of the price on the vertical axis; Figure 2.4 "The
supply curve" illustrates a supply curve. Generally, supply is upward sloping,
because if it is a good deal for a supplier to sell 50 units of a product at a price of
$10, then it is an even better deal to supply those same 50 at a price of $11. The
seller might choose to sell more than 50, but if the first 50 aren’t worth keeping at a
price of $10, then it remains true at $11.This is a good point at which to remind the
reader that the economists’ familiar assumption of “other things equal” is still in
effect. If the increased price is an indication that prices might rise still further, or a
consequence of some other change that affects the seller’s value of items, then of
course the higher price might not justify sale of the items. We hold other things
equal to focus on the effects of price alone, and then will consider other changes
separately. The pure effect of an increased price should be to increase the quantity
offered, while the effect of increased expectations may be to decrease the quantity
offered.

The seller with cost c(q) of selling g units obtains a profit, at price p per unit, of pq -
c(q). The quantity that maximizes profit for the seller is the quantity ¢* satisfying

0= pg—clg)=p—cg».

Thus, “price equals marginal cost” is a characteristic of profit maximization; the
supplier sells all the units whose cost is less than price, and doesn’t sell the units
whose cost exceeds price. In constructing the demand curve, we saw that it was the
inverse of the marginal value. There is an analogous property of supply: The supply
curve is the inverse function of marginal cost. Graphed with the quantity supplied
on the horizontal axis and price on the vertical axis, the supply curve is the
marginal cost curve, with marginal cost on the vertical axis.
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Analogous to consumer surplus with demand, profit is

given by the difference of the price and marginal cost. Figure 24 The supply curve

*

*
Profit = maxpqg — c¢(q) = pg * —c(g*) = / (p — c'(x)) dx.
q
0

This area is shaded in Figure 2.5 "Supplier profits".

The relationship of demand and marginal value exactly parallels the relationship of
supply and marginal cost, for a somewhat hidden reason. Supply is just negative
demand; that is, a supplier is just the possessor of a good who doesn’t keep it but
instead, offers it to the market for sale. For example, when the price of housing goes
up, one of the ways people demand less is by offering to rent a room in their
house—that is, by supplying some of their housing to the market. Similarly, the
marginal cost of supplying a good already produced is the loss of not having the
good—that is, the marginal value of the good. Thus, with exchange, it is possible to
provide the theory of supply and demand entirely as a theory of net demand, where
sellers are negative demanders. There is some mathematical economy in this
approach, and it fits certain circumstances better than separating supply and
demand. For example, when the price of electricity rose very high in the western
United States in 2003, several aluminum smelters resold electricity that they had
purchased in long-term contracts; in other words, demanders became suppliers.
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8. A good whose cost falls as the
amount produced of another
good rises.

2.2 Supply and Profit

However, the “net demand” approach obscures the
likely outcomes in instances where the sellers are
mostly distinct from the buyers. Moreover, while there
is a theory of complements and substitutes for supply
that is exactly parallel to the equivalent theory for
demand, the nature of these complements and
substitutes tends to be different. For these reasons, and
also for the purpose of being consistent with common
economic usage, we will distinguish supply and demand.

Figure 2.5 Supplier profits

P

P

An increase in supply refers to either more units

available at a given price or a lower price for the supply

of the same number of units. Thus, an increase in supply

is graphically represented by a curve that is lower orto  Figure 26 An increase in
the right, or both—that is, to the southeast. This is supply

illustrated in Figure 2.6 "An increase in supply". A ’

decrease in supply is the reverse case, a shift to the —
northwest. .

Anything that increases costs of production will tend to N
increase marginal cost and thus reduce the supply. For
example, as wages rise, the supply of goods and services .
is reduced because wages are the input price of labor.

Labor accounts for about two thirds of all input costs,

and thus wage increases create supply reductions (a

higher price is necessary to provide the same quantity) for most goods and services.
Costs of materials, of course, increase the price of goods using those materials. For
example, the most important input into the manufacture of gasoline is crude oil,
and an increase of $1 in the price of a 42-gallon barrel of oil increases the price of
gasoline about 2 cents—almost one-for-one by volume. Another significant input in
many industries is capital and, as we will see, interest is the cost of capital. Thus,
increases in interest rates increase the cost of production, and thus tend to
decrease the supply of goods.

Analogous to complements in demand, a complement in supply to a good x is a good
y such that an increase in the production of y increases the supply of x. In demand,
a complement in supply® is a good whose cost falls as the amount produced of
another good rises. Complements in supply are usually goods that are jointly
produced. In producing lumber (sawn boards), a large quantity of wood chips and
sawdust are also produced as a by-product. These wood chips and sawdust are
useful in the manufacture of paper. An increase in the price of lumber tends to
increase the quantity of trees sawn into boards, thereby increasing the supply of
wood chips. Thus, lumber and wood chips are complements in supply.
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9. A good whose cost rises as the
amount produced of another
good rises.

2.2 Supply and Profit

It turns out that copper and gold are often found in the same kinds of rock—the
conditions that give rise to gold compounds also give rise to copper compounds.
Thus, an increase in the price of gold tends to increase the number of people
prospecting for gold and, in the process, increases not just the quantity of gold
supplied to the market but also the quantity of copper. Thus, copper and gold are
complements in supply.

The classic supply-complement is beef and leather—an increase in the price of beef
increases the slaughter of cows, thereby increasing the supply of leather.

The opposite of a complement in supply is a substitute in supply’. This is a good
whose cost rises as the amount produced of another good rises. Military and civilian
aircraft are substitutes in supply—an increase in the price of military aircraft will
tend to divert resources used in the manufacture of aircraft toward military aircraft
and away from civilian aircraft, thus reducing the supply of civilian aircraft. Wheat
and corn are also substitutes in supply. An increase in the price of wheat will lead
farmers whose land is well suited to producing either wheat or corn to substitute
wheat for corn, thus increasing the quantity of wheat and decreasing the quantity
of corn. Agricultural goods grown on the same type of land are usually substitutes.
Similarly, cars and trucks, tables and desks, sweaters and sweatshirts, horror
movies and romantic comedies are all examples of substitutes in supply.

Complements and substitutes are important because they are common and have
predictable effects on demand and supply. Changes in one market spill over to the
other market through the mechanism of complements or substitutes.

26



Chapter 2 Supply and Demand

KEY TAKEAWAYS

« The supply curve gives the number of units as a function of the price
that will be supplied for sale to the market.

« Price equals marginal cost is an implication of profit maximization; the
supplier sells all the units whose cost is less than price and doesn’t sell
the units whose cost exceeds price.

« The supply curve is the inverse function of marginal cost. Graphed with
the quantity supplied on the horizontal axis and price on the vertical
axis, the supply curve is the marginal cost curve, with marginal cost on
the vertical axis.

« Profit is given by the difference of the price and marginal cost.

« Supply is negative demand.

* Anincrease in supply refers to either more units available at a given
price or a lower price for the supply of the same number of units. Thus,
an increase in supply is graphically represented by a curve that is lower
or to the right, or both—that is, to the southeast. A decrease in supply is
the reverse case, a shift to the northwest.

* Anything that increases costs of production will tend to increase
marginal cost and thus reduce the supply.

A complement in supply to a good x is a good y such that an increase in
the price of y increases the supply of x.

« The opposite of a complement in supply is a substitute in supply.
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2.2 Supply and Profit

EXERCISES

1. A typist charges $30 per hour and types 15 pages per hour. Graph the
supply of typed pages.

2. An owner of an oil well has two technologies for extracting oil.

With one technology, the oil can be pumped out and transported
for $5,000 per day, and 1,000 barrels per day are produced. With
the other technology, which involves injecting natural gas into
the well, the owner spends $10,000 per day and $5 per barrel
produced, but 2,000 barrels per day are produced. What is the
supply? Graph it.

(Hint: Compute the profits, as a function of the price, for each of
the technologies. At what price would the producer switch from
one technology to the other? At what price would the producer
shut down and spend nothing?)

. An entrepreneur has a factory that produces LY widgets, where a

<1, when L hours of labor are used. The cost of labor (wage and
benefits) is w per hour. If the entrepreneur maximizes profit,
what is the supply curve for widgets?

(Hint: The entrepreneur’s profit, as a function of the price, is
pLY—wL. The entrepreneur chooses the amount of labor to
maximize profit. Find the amount of labor that maximizes profit,
which is a function of p, w, and a. The supply is the amount of
output produced, which is L%.)

. In the above exercise, suppose now that more than 40 hours

entails a higher cost of labor (overtime pay). Let w be $20/hr for
under 40 hours, and $30/hr for each hour over 40 hours, and a =
%. Find the supply curve.

(Hint: Let L(w, p) be the labor demand when the wage is w (no
overtime pay) and the price is p. Now show that, if L(20, p) < 40,
the entrepreneur uses L(20, p) hours. This is shown by verifying
that profits are higher at L(20, p) than at L(30, p). If L(30, p) > 40,
the entrepreneur uses L(30, p) hours. Finally, if L(20, p) > 40 >
L(30, p), the entrepreneur uses 40 hours. Labor translates into
supply via La.)
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2.2 Supply and Profit

5. In the previous exercise, for what range of prices does
employment equal 40 hours? Graph the labor demanded by the
entrepreneur.

(Hint: The answer involves \/ E )

6. Suppose marginal cost, as a function of the quantity q produced, is mgq.

Find the producer’s profit as a function of the price p.
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2.3 Market Demand and Supply

10. The quantity purchased by all
market participants for each
price.

LEARNING OBJECTIVE

1. How are individual demands and supplies aggregated to create a
market?

Individuals with their own supply or demand trade in a market, where prices are
determined. Markets can be specific or virtual locations—the farmers’ market, the
New York Stock Exchange, eBay—or may be an informal or more amorphous
market, such as the market for restaurant meals in Billings, Montana, or the market
for roof repair in Schenectady, New York.

Individual demand gives the quantity purchased for
each price. Analogously, the market demand™ gives
the quantity purchased by all the market
participants—the sum of the individual demands—for
each price. This is sometimes called a “horizontal sum”
because the summation is over the quantities for each
price. An example is illustrated in Figure 2.7 "Market
demand". For a given price p, the quantity q; demanded

Figure 2.7 Market demand

by one consumer and the quantity q2 demanded by a

second consumer are illustrated. The sum of these

quantities represents the market demand if the market has just those two
participants. Since the consumer with subscript 2 has a positive quantity demanded
for high prices, while the consumer with subscript 1 does not, the market demand
coincides with consumer 2’s demand when the price is sufficiently high. As the
price falls, consumer 1 begins purchasing, and the market quantity demanded is
larger than either individual participant’s quantity and is the sum of the two
quantities.

Example: If the demand of Buyer 1 is given by q = max {0, 10 - p}, and the demand of
Buyer 2 is given by q = max {0, 20 - 4p}, what is market demand for the two
participants?

Solution: First, note that Buyer 1 buys zero at a price of 10 or higher, while Buyer 2
buys zero at a price of 5 or higher. For a price above 10, market demand is zero. For
a price between 5 and 10, market demand is Buyer 1’s demand, or 10 - p. Finally, for
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a price between zero and 5, the market quantity demanded is 10 - p + 20 - 4p = 30 -
5p.

Market supply'! is similarly constructed—the market supply is the horizontal
(quantity) sum of all the individual supply curves.

Example: If the supply of Firm 1 is given by q = 2p, and the supply of Firm 2 is given
by q = max {0, 5p - 10}, what is market supply for the two participants?

Solution: First, note that Firm 1 is in the market at any price, but Firm 2 is in the
market only if price exceeds 2. Thus, for a price between zero and 2, market supply
is Firm 1’s supply, or 2p. For p > 2, market supply is 5p - 10 + 2p = 7p - 10.

KEY TAKEAWAYS

« The market demand gives the quantity purchased by all the market
participants—the sum of the individual demands—for each price. This is
sometimes called a “horizontal sum” because the summation is over the
quantities for each price.

+ The market supply is the horizontal (quantity) sum of all the individual
supply curves.

11. The sum of all the individual
supply curves for all market
participants.
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EXERCISES

1. Is the consumer surplus for market demand the sum of the consumer
surpluses for the individual demands? Why or why not? Illustrate your
conclusion with a figure like Figure 2.7 "Market demand".

2. Suppose the supply of firm i is ai p, when the price is p, where i takes on
the values 1, 2, 3, ..., n. What is the market supply of these n firms?

3. Suppose consumers in a small town choose between two restaurants, A
and B. Each consumer has a value vA for A’s meal and a value vB for B’s
meal, and each value is a uniform random draw from the [0, 1] interval.
Consumers buy whichever product offers the higher consumer surplus.
The price of B’s meal is 0.2. In the square associated with the possible
value types, identify which consumers buy from A. Find the demand,
which is the area of the set of consumers who buy from A in the diagram
below. [Hint: Consumers have three choices—buy nothing [value 0], buy
from A [value vA - pA], and buy from B [value vB - pB = vB - 0.2).] Draw
the lines illustrating which choice has the highest value for the
consumer.

Figure 2.8

Value
of B

Price
of B

Buy Nothing

Price Value
of A of A
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2.4 Equilibrium

LEARNING OBJECTIVES

How are prices determined?

What happens when price is too low?
What happens when price is too high?
When will price remain constant?

SR .

Economists use the term equilibrium in the same way that the word is used in
physics: to represent a steady state in which opposing forces are balanced so that
the current state of the system tends to persist. In the context of supply and
demand, equilibrium'? occurs when the pressure for higher prices is balanced by
the pressure for lower prices, and so that rate of exchange between buyers and
sellers persists.

When the current price is above the equilibrium price, the quantity supplied
exceeds the quantity demanded, and some suppliers are unable to sell their goods
because fewer units are purchased than are supplied. This condition, where the
quantity supplied exceeds the quantity demanded, is called a surplus'®. The
suppliers failing to sell have an incentive to offer their good at a slightly lower
price—a penny less—to make a sale. Consequently, when there is a surplus,
suppliers push prices down to increase sales. In the process, the fall in prices
reduces the quantity supplied and increases the quantity demanded, thus
eventually eliminating the surplus. That is, a surplus encourages price-cutting,
which reduces the surplus, a process that ends only when the quantity supplied
equals the quantity demanded.

12. Condition that occurs when the | Similarly, when the current price is lower than the equilibrium price, the quantity

pressure for higher prices is demanded exceeds the quantity supplied, and a shortage'* exists. In this case, some
balanced by the pressure for

lower prices so that the buyers fail to purchase, and these buyers have an incentive to offer a slightly higher
current rate of exchange price to make their desired purchase. Sellers are pleased to receive higher prices,
between buyers and sellers which tends to put upward pressure on the price. The increase in price reduces the
persists. quantity demanded and increases the quantity supplied, thereby eliminating the

13. Condition in which the shortage. Again, these adjustments in price persist until the quantity supplied
quantity supplied exceeds the | equals the quantity demanded.
quantity demanded.

14. Condition in which the
quantity demanded exceeds
the quantity supplied.
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2.4 Equilibrium

This logic, which is illustrated in Figure 2.9
"Equilibration", justifies the conclusion that the only
equilibrium price is the price at which the quantity
supplied equals the quantity demanded. Any other price
will tend to rise in a shortage, or fall in a surplus, until
supply and demand are balanced. In Figure 2.9
"Equilibration", a surplus arises at any price above the
equilibrium price p*, because the quantity supplied gs is
larger than the quantity demanded gd. The effect of the ‘
surplus—leading to sellers with excess ]
inventory—induces price-cutting, which is illustrated

using three arrows pointing down.

Figure 2.9 Equilibration

Supply

Similarly, when the price is below p*, the quantity supplied gs is less than the
quantity demanded qd. This causes some buyers to fail to find goods, leading to
higher asking prices and higher bid prices by buyers. The tendency for the price to
rise is illustrated using three arrows pointing up. The only price that doesn’t lead to
price changes is p*, the equilibrium price in which the quantity supplied equals the
quantity demanded.

The logic of equilibrium in supply and demand is played out daily in markets all
over the world—from stock, bond, and commodity markets with traders yelling to
buy or sell, to Barcelona fish markets where an auctioneer helps the market find a
price, to Istanbul’s gold markets, to Los Angeles’s real estate markets.

The equilibrium of supply and demand balances the quantity demanded and the
quantity supplied so that there is no excess of either. Would it be desirable, from a
social perspective, to force more trade or to restrain trade below this level?

There are circumstances where the equilibrium level of trade has harmful
consequences, and such circumstances are considered in the chapter on
externalities. However, provided that the only people affected by a transaction are
the buyer and the seller, the equilibrium of supply and demand maximizes the total
gains from trade.

This proposition is quite easy to see. To maximize the gains from trade, clearly the
highest value buyers must get the goods. Otherwise, if a buyer that values the good
less gets it over a buyer who values it more, then gains can arise from them trading.
Similarly, the lowest-cost sellers must supply those goods; otherwise we can
increase the gains from trade by replacing a higher-cost seller with a lower-cost
seller. Thus, the only question is how many goods should be traded to maximize the
gains from trade, since it will involve the lowest-cost suppliers selling to the
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15. Maximizing the gains from
trade under the assumption
that the only people affected
by any given transaction are
the buyers and the seller.

2.4 Equilibrium

highest-value buyers. Adding a trade increases the total gains from trade when that
trade involves a buyer with value higher than the seller’s cost. Thus, the gains from
trade are maximized by the set of transactions to the left of the equilibrium, with
the high-value buyers buying from the low-cost sellers.

In the economist’s language, the equilibrium is efficient'® in that it maximizes the
gains from trade under the assumption that the only people affected by any given
transaction are the buyers and the seller.

KEY TAKEAWAYS

+ The quantity supplied of a good or service exceeding the quantity
demanded is called a surplus.

« If the quantity demanded exceeds the quantity supplied, a shortage
exists.

¢ The equilibrium price is the price in which the quantity supplied equals
the quantity demanded.

« The equilibrium of supply and demand maximizes the total gains from
trade.

EXERCISES

1. If demand is given by qda(p) = a - bp, and supply is given by ¢°(p) = cp,
solve for the equilibrium price and quantity. Find the consumer surplus
and producer profits.

2. 1f demand is given by qdaps = ap ¢, and supply is given by ¢°(p) = bp”,
where all parameters are positive numbers, solve for the equilibrium
price and quantity.
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2.5 Changes in Demand and Supply

LEARNING OBJECTIVE

1. What are the effects of changes in demand and supply?

What are the effects of an increase in demand? As the population of California has
grown, the demand for housing has risen. This has pushed the price of housing up
and also spurred additional development, increasing the quantity of housing
supplied as well. We see such a demand increase illustrated in Figure 2.10 "An
increase in demand", which represents an increase in the demand. In this figure,
supply and demand have been abbreviated S and D. Demand starts at D; and is

increased to Dy. Supply remains the same. The equilibrium price increases from p;*

to p2*, and the quantity rises from g;* to g2*.

A decrease in demand—which occurred for typewriters

with the advent of computers, or buggy whips as cars Figure 210 An increase in
replaced horses as the major method of demand
transportation—has the reverse effect of an increase
and implies a fall in both the price and the quantity 5
traded. Examples of decreases in demand include "x\
products replaced by other products—VHS tapes were N\

replaced by DVDs, vinyl records were replaced by CDs, 1 ’ \
cassette tapes were replaced by CDs, floppy disks (oddly ' AN
named because the 1.44 MB “floppy,” a physically hard L £,
product, replaced the 720 KB, 5 %-inch soft floppy disk)
were replaced by CDs and flash memory drives, and so
on. Even personal computers experienced a fall in
demand as the market was saturated in 2001.

An increase in supply comes about from a fall in the marginal cost: recall that the
supply curve is just the marginal cost of production. Consequently, an increased
supply is represented by a curve that is lower and to the right on the
supply-demand graph, which is an endless source of confusion for many students.
The reasoning—lower costs and greater supply are the same thing—is too easily
forgotten. The effects of an increase in supply are illustrated in Figure 2.11 "An
increase in supply". The supply curve goes from S; to Sy, which represents a lower
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marginal cost. In this case, the quantity traded rises from ¢1* to g,* and price falls
from p1* to po*.

Computer equipment provides dramatic examples of
increases in supply. Consider dynamic random access Figure 211 An increase in
memory (DRAM). DRAMs are the chips in computers and  supply

many other devices that store information on a
temporary basis.Information that will be stored on a

P

long-term basis is generally embedded in flash memory M ; \s
or on a hard disk. Neither of these products loses its N \ ’
information when power is turned off, unlike DRAM. & P /

P

Their cost has fallen dramatically, which is illustrated in
Figure 2.12 "Price of storage".Used with permission of ; P
computer storage expert, Dr. Edward Grochowski. Note " 9
that the prices in this figure reflect a logarithmic scale,

so that a fixed-percentage decrease is illustrated by a

straight line. Prices of DRAMs fell to close to 1/1,000 of

their 1990 level by 2004. The means by which these prices have fallen are
themselves quite interesting. The main reasons are shrinking the size of the chip (a
“die shrink”), so that more chips fit on each silicon disk, and increasing the size of
the disk itself, so again more chips fit on a disk. The combination of these two, each
of which required solutions to thousands of engineering and chemistry problems,
has led to dramatic reductions in marginal costs and consequent increases in
supply. The effect has been that prices fell dramatically and quantities traded rose
dramatically.

An important source of supply and demand changes can be found in the markets of
complements. A decrease in the price of a demand-complement increases the
demand for a product; and, similarly, an increase in the price of a
demand-substitute increases the demand for a product. This gives two mechanisms
to trace through effects from external markets to a particular market via the
linkage of demand substitutes or complements. For example, when the price of
gasoline falls, the demand for automobiles (a complement) should increase overall.
As the price of automobiles rises, the demand for bicycles (a substitute in some
circumstances) should rise. When the price of computers falls, the demand for
operating systems (a complement) should rise. This gives an operating system seller
like Microsoft an incentive to encourage technical progress in the computer market
in order to make the operating system more valuable.
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Figure 2.12 Price of storage
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An increase in the price of a supply-substitute reduces the supply of a product (by
making the alternative good more attractive to suppliers); and, similarly, a decrease
in the price of a supply-complement reduces the supply of a good. By making the
by-product less valuable, the returns to investing in a good are reduced. Thus, an
increase in the price of DVD-R disks (used for recording DVDs) discourages
investment in the manufacture of CD-R disks, which are a substitute in supply,
leading to a decrease in the supply of CD-Rs. This tends to increase the price of CD-
Rs, other things equal. Similarly, an increase in the price of oil increases
exploration for oil, which increases the supply of natural gas, which is a
complement in supply. However, since natural gas is also a demand substitute for
oil (both are used for heating homes), an increase in the price of oil also tends to
increase the demand for natural gas. Thus, an increase in the price of oil increases
both the demand and the supply of natural gas. Both changes increase the quantity
traded, but the increase in demand tends to increase the price, while the increase in
supply tends to decrease the price. Without knowing more, it is impossible to
determine whether the net effect is an increase or decrease in the price.

When the price of gasoline goes up, people curtail their driving to some extent but
don’t immediately scrap their SUVs to buy more fuel-efficient automobiles or
electric cars. Similarly, when the price of electricity rises, people don’t immediately
replace their air conditioners and refrigerators with the most modern, energy-
saving ones. There are three significant issues raised by this kind of example. First,
such changes may be transitory or permanent, and people react differently to
temporary changes than to permanent changes. Second, energy is a modest portion
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16. Situation in which past choices
influence current decisions.

17. Time period long enough that
all inputs can be changed.

18. Time interval in which not all
inputs can be changed.

of the cost of owning and operating an automobile or refrigerator, so it doesn’t
make sense to scrap a large capital investment over a small permanent increase in
cost. Thus, people rationally continue to operate “obsolete” devices until their
useful life is over, even when they wouldn’t buy an exact copy of that device. This
situation, in which past choices influence current decisions, is called hysteresis'®.
Third, a permanent increase in energy prices leads people to buy more fuel-efficient
cars and to replace their old gas-guzzlers more quickly. That is, the effects of a
change are larger over a time period long enough that all inputs can be changed
(which economists call the long run'’) than over a shorter time interval where not
all inputs can be changed, or the short run'®.

A striking example of such delays arose when oil quadrupled in price in 1973 and
1974, caused by a reduction in sales by the cartel of oil-producing nations, OPEC,
which stands for the Organization of Petroleum Exporting Countries. The increased
price of oil (and consequent increase in gasoline prices) caused people to drive less
and to lower their thermostats in the winter, thus reducing the quantity of oil
demanded. Over time, however, they bought more fuel-efficient cars and insulated
their homes more effectively, significantly reducing the quantity demanded still
further. At the same time, the increased prices for oil attracted new investments
into oil production in Alaska, the North Sea between Britain and Norway, Mexico,
and other areas. Both of these effects (long-run substitution away from energy and
long-run supply expansion) caused the price to fall over the longer term, undoing
the supply reduction created by OPEC. In 1981, OPEC further reduced output,
sending prices still higher; but again, additional investments in production,
combined with energy-saving investments, reduced prices until they fell back to
1973 levels (adjusted for inflation) in 1986. Prices continued to fall until 1990
(reaching an all-time low level) when Iraq’s invasion of Kuwait and the resulting
first Iraqi war sent them higher again.

Short-run and long-run effects represent a theme of economics, with the major
conclusion of the theme being that substitution doesn’t occur instantaneously,
which leads to predictable patterns of prices and quantities over time.

It turns out that direct estimates of demand and supply are less useful as
quantifications than notions of percentage changes, which have the advantage of
being unit-free. This observation gives rise to the concept of elasticity, the next
topic.
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2.5 Changes in Demand and Supply

KEY TAKEAWAYS

An increase in the demand increases both the price and quantity traded.
A decrease in demand implies a fall in both the price and the quantity
traded.

An increase in the supply decreases the price and increases the quantity
traded.

A decrease in the supply increases the price and decreases the quantity
traded.

A change in the supply of a good affects its price. This price change will
in turn affect the demand for both demand complements and demand
subsitutes.

People react less to temporary changes than to permanent changes.
People rationally continue to operate “obsolete” devices until their
useful life is over, even when they wouldn’t buy an exact copy of that
device, an effect called hysteresis.

Short-run and long-run effects represent a theme of economics, with the
major conclusion that substitution doesn’t occur instantaneously, which
leads to predictable patterns of prices and quantities over time.

EXERCISES

1. Video games and music CDs are substitutes in demand. What is the effect

of an increase in supply of video games on the price and quantity traded
of music CDs? Illustrate your answer with diagrams for both markets.

. Electricity is a major input into the production of aluminum, and

aluminum is a substitute in supply for steel. What is the effect of an
increase in price of electricity on the steel market?

. Concerns about terrorism reduced demand for air travel and induced

consumers to travel by car more often. What should happen to the price
of Hawaiian hotel rooms?
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variable for a small percentage
change in another.

Chapter 3

Quantification

Practical use of supply and demand generally requires quantifying effects. If a
hurricane wipes out a gasoline refinery, by how much will the price rise, and for
how long will it stay high? When the price of energy efficient light bulbs falls, how
long does it take to replace 50% of our incandescent stock of bulbs? This chapter
introduces the basic tools of quantification, the elasticities of demand and supply.
Economists use elasticity’, the percentage change in one variable for a small
percentage change in another, in many different settings.
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3.1 Elasticity

2. The percentage change in one
variable for a small percentage
change in another.

LEARNING OBJECTIVES

1. What is the best way of measuring the responsiveness of demand?
2. What is the best way of measuring the responsiveness of supply?

Let x(p) represent the quantity purchased when the price is p, so that the function x
represents demand. How responsive is demand to price changes? One might be
tempted to use the derivative, x’ , to measure the responsiveness of demand, since
it measures how much the quantity demanded changes in response to a small
change in price. However, this measure has two problems. First, it is sensitive to a
change in units. If I measure the quantity of candy in kilograms rather than in
pounds, the derivative of demand for candy with respect to price changes even if
the demand itself is unchanged. Second, if I change price units, converting from one
currency to another, again the derivative of demand will change. So the derivative
is unsatisfactory as a measure of responsiveness because it depends on units of
measure. A common way of establishing a unit-free measure is to use percentages,
and that suggests considering the responsiveness of demand to a small percentage
change in price in percentage terms. This is the notion of elasticity of
demand®.The concept of elasticity was invented by Alfred Marshall (1842-1924) in
1881 while sitting on his roof. The elasticity of demand is the percentage decrease
in quantity that results from a small percentage increase in price. Formally, the
elasticity of demand, which is generally denoted with the Greek letter epsilon, &,
(chosen mnemonically to indicate elasticity) is

“fc _ pdx _ px'(p)
dp/p x dp x(p)

E=—

The minus sign is included in the expression to make the elasticity a positive
number, since demand is decreasing. First, let’s verify that the elasticity is, in fact,
unit free. A change in the measurement of x doesn’t affect elasticity because the
proportionality factor appears in both the numerator and denominator. Similarly, a
change in the measure of price so that p is replaced by r = ap, does not change the
elasticity, since as demonstrated below,

o r %x(r/a)= ~ rx’(r/a)%_ ~ px’ (p)

x(rla) x(rla) — x(p)
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. Price times the quantity
purchased.

. When the elasticity of demand
is less than one.

. When the elasticity of demand
is less than one.

. When elasticity is equal to one.

3.1 Elasticity

the measure of elasticity is independent of a, and therefore not affected by the
change in units.

How does a consumer’s expenditure, also known as (individual) total revenue, react
to a change in price? The consumer buys x(p) at a price of p, and thus total
expenditure’, or total revenue, is TR = px(p). Thus,

d /
= px(p) = x(p) + px' (p) = x(p) (1 + p"—(p)> =x(p)(1 — ).
dp x(p)

Therefore,

In other words, the percentage change of total revenue resulting from a 1% change
in price is one minus the elasticity of demand. Thus, a 1% increase in price will
increase total revenue when the elasticity of demand is less than one, which is
defined as an inelastic demand’. A price increase will decrease total revenue when
the elasticity of demand is greater than one, which is defined as an elastic
demand’. The case of elasticity equal to one is called unitary elasticity®, and total
revenue is unchanged by a small price change. Moreover, that percentage increase
in price will increase revenue by approximately 1 - € percent. Because it is often
possible to estimate the elasticity of demand, the formulae can be readily used in
practice.

Table 3.1 "Various Demand Elasticities" provides estimates on demand elasticities
for a variety of products.

Table 3.1 Various Demand Elasticities

Salt 0.1 | Movies 0.9
Matches 0.1 | Shellfish, consumed at home 0.9
Toothpicks 0.1 | Tires, short-run 0.9
Airline travel, short-run 0.1 [ Oysters, consumed at home 1.1
Residential natural gas, short-run | 0.1 | Private education 1.1
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Gasoline, short-run 0.2 | Housing, owner occupied, long-run | 1.2
Automobiles, long-run 0.2 | Tires, long-run 1.2
Coffee 0.25 | Radio and television receivers 1.2
Legal services, short-run 0.4 | Automobiles, short-run 1.2-1.5
Tobacco products, short-run 0.45 | Restaurant meals 2.3
Residential natural gas, long-run | 0.5 | Airline travel, long-run 2.4
Fish (cod) consumed at home 0.5 | Fresh green peas 2.8
Physician services 0.6 | Foreign travel, long-run 4.0
Taxi, short-run 0.6 | Chevrolet automobiles 4.0
Gasoline, long-run 0.7 | Fresh tomatoes 4.6

From http://www.mackinac.org/archives/1997/s1997-04.pdf; cited sources: James D.
Gwartney and Richard L. Stroup,, Economics: Private and Public Choice, 7th ed., 1995;
8th ed., 1997; Hendrick S. Houthakker and Lester D. Taylor, Consumer Demand in the
United States, 1929-1970 (1966; Cambridge: Harvard University Press, 1970);
Douglas R. Bohi, Analyzing Demand Behavior (Baltimore: Johns Hopkins University
Press, 1981); Hsaing-tai Cheng and Oral Capps, Jr., "Demand for Fish," American
Journal of Agricultural Economics, August 1988; and U.S. Department of Agriculture.

When demand is linear, x(p) = a - bp, the elasticity of demand has the form

bp _ _p
a—bp “/b—P.

E =

This case is illustrated in Figure 3.1 "Elasticities for linear demand".
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7. Condition in which the
elasticity remains at the same
level while the underlying
variables change.

8. The percentage increase in
quantity supplied resulting
from a small percentage
increase in price.

3.1 Elasticity

If demand takes the form x(p) = a * p %, then demand has
constant elasticity’, and the elasticity is equal to €. In Figure 3.1 Elasticities for
other words, the elasticity remains at the same level linear demand

while the underlying variables (such as price and
quantity) change.

The elasticity of supply® is analogous to the elasticity
of demand in that it is a unit-free measure of the
responsiveness of supply to a price change, and is
defined as the percentage increase in quantity supplied

resulting from a small percentage increase in price.
Formally, if s(p) gives the quantity supplied for each
price p, the elasticity of supply, denoted by 1 (the Greek
letter “eta,” chosen because epsilon was already taken) is

_ s _pds _ps)
! dp/p s dp s(p)

Again, similar to demand, if supply takes the form s(p) = a *p!, then supply has
constant elasticity, and the elasticity is equal to 7. A special case of this form is
linear supply, which occurs when the elasticity equals one.
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KEY TAKEAWAYS

+ The elasticity of demand is the percentage decrease in quantity that
results from a small percentage increase in price, which is generally
denoted with the Greek letter epsilon, &.

+ The percentage change of total revenue resulting from a 1% change in
price is one minus the elasticity of demand.

¢ An elasticity of demand that is less than one is defined as an inelastic
demand. In this case, increasing price increases total revenue.

« A price increase will decrease total revenue when the elasticity of
demand is greater than one, which is defined as an elastic demand.

« The case of elasticity equal to one is called unitary elasticity, and total
revenue is unchanged by a small price change.

+ If demand takes the form x(p) = a * p ¢, then demand has constant
elasticity, and the elasticity is equal to e.

« The elasticity of supply is defined as the percentage increase in quantity
supplied resulting from a small percentage increase in price.

« If supply takes the form s(p) = a * p'l, then supply has constant elasticity,
and the elasticity is equal to 7.

EXERCISES

1. Suppose a consumer has a constant elasticity of demand ¢, and demand
is elastic (¢ > 1). Show that expenditure increases as price decreases.

2. Suppose a consumer has a constant elasticity of demand &, and demand
is inelastic (¢ < 1). What price makes expenditure the greatest?

3. For a consumer with constant elasticity of demand € > 1, compute the
consumer surplus.

4. For a producer with constant elasticity of supply, compute the producer
profits.

3.1 Elasticity 46



Chapter 3 Quantification

3.2 Supply and Demand Changes

LEARNING OBJECTIVES

1. What are the effects of changes in supply and demand on price and
quantity?
2. What is a useful approximation of these changes?

When the price of a complement changes—what happens to the equilibrium price
and quantity of the good? Such questions are answered by comparative statics,
which are the changes in equilibrium variables when other things change. The use
of the term “static” suggests that such changes are considered without respect to
dynamic adjustment; instead, one just focuses on the changes in the equilibrium
level. Elasticities will help us quantify these changes.

How much do the price and quantity traded change in response to a change in
demand? We begin by considering the constant elasticity case, which allows us to
draw conclusions for small changes for general demand functions. We will denote
the demand function by q4(p) = a * p© and supply function by gs(p) = bp". The

equilibrium price p* is determined at the point where the quantity supplied equals
to the quantity demanded, or by the solution to the following equation:

q,(p*) = q,(p™).

Substituting the constant elasticity formulae,

ap *7° = q,(p*) = q,(p*) = bp *™.

Thus,

or
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3.2 Supply and Demand Changes

The quantity traded, g*, can be obtained from either supply or demand, and the
price:

a

e+n
q* = q,(p*) = bp *" = b(z) = alp T,

There is one sense in which this gives an answer to the question of what happens
when demand increases. An increase in demand, holding the elasticity constant,
corresponds to an increase in the parameter a. Suppose we increase a by a fixed
percentage, replacing a by a(1 + A). Then price goes up by the multiplicative factor

1 €+
(1+4) Jren and the change in price, as a proportion of the price, is

A;;* ={1+4) fotn _ 1.Similarly, quantity rises by Aqq: =(1+ A)%“'7 —-1.

These formulae are problematic for two reasons. First, they are specific to the case
of constant elasticity. Second, they are moderately complicated. Both of these issues
can be addressed by considering small changes—that is, a small value of A. We make
use of a trick to simplify the formula. The trick is that, for small A,

(1+4) ~1+rA.

The squiggly equals sign = should be read, “approximately equal to.”The more

precise meaning of = is that, as A gets small, the size of the error of the formula is

(1+4) =(1+r4) 0
A A-0

small even relative to 8. That is, (1 + A)" &~ 1 + rA means

Applying this insight, we have the following:

For a small percentage increase A in demand, quantity rises by approximately "4 / e+

percent and price rises by approximately A [e+n percent.

The beauty of this claim is that it holds even when demand and supply do not have
constant elasticities because the effect considered is local and, locally, the elasticity
is approximately constant if the demand is “smooth.”
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3.2 Supply and Demand Changes

KEY TAKEAWAYS

« For a small percentage increase A in demand, quantity rises by

approximately 74 /e+y percent and price rises by approximately 4 /e+y

percent.
For a small percentage increase A in supply, quantity rises by

approximately €4 /¢4y percent and price falls by approximately 4 /¢4y
percent.

EXERCISES

. Show that, for a small percentage increase A in supply, quantity rises by

approximately €4 /e+y percent and price falls by approximately 4 / e+n
percent.

. If demand is perfectly inelastic (€ = 0), what is the effect of a decrease in

supply? Apply the formula and then graph the solution.

. Suppose demand and supply have constant elasticity equal to 3. What

happens to equilibrium price and quantity when the demand increases
by 3% and the supply decreases by 3%?

. Show that elasticity can be expressed as a constant times the change in

the log of quantity divided by the change in the log of price (i.e., show
_ 4 dInxp)
€= dlnp

). Find the constant A.

. A car manufacturing company employs 100 workers and has two

factories, one that produces sedans and one that makes trucks. With m
workers, the sedan factory can make m* sedans per day. With n workers,
the truck factory can make 5n> trucks per day. Graph the production
possibilities frontier.

. In Exercise 5, assume that sedans sell for $20,000 and trucks sell for

$25,000. What assignment of workers maximizes revenue?
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Chapter 4

The U.S. Economy

An important aspect of economics is economic statistics, and an army of economists
collects and analyzes these statistics. This chapter presents an overview of the
economic activity of the United States. How much do you need to know about these
statistics? It would be ridiculous to memorize them. At the same time, it would be
undesirable to be ignorant of how we are changing and how we are not.I apologize
to those using the book in foreign countries; this chapter is about the United States
not because it is more important but because I know it better. Encourage your
professor to write a chapter on your country! All of the statistics in this chapter
come from Fedstats, http://www.fedstats.gov/, from FRED,
http://research.stlouisfed.org/fred2/, and from the NBER, http://www.nber.org/.
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Chapter 4 The U.S. Economy

4.1 Basic Demographics

LEARNING OBJECTIVE

1. Who lives in the United States?

There are about 300 million people in the United States, up from 76 million in 1900.

Figure 4.1
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During the last century, the U.S. population has become primarily an urban
population, growing from 40% to 80% urban. The population is primarily white,
with 12%-13% African American and 4% classified as other. These proportions are
relatively stable over the century, with the white population falling from 89% to
83%. The census is thought to understate minority populations because of greater
difficulties in contacting minorities. The census does not attempt to classify people
but instead accepts people’s descriptions of their own race.
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Figure 4.2
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The U.S. population has been aging significantly, with the proportion of seniors
(over 65 years of age) tripling over the past century, and the proportion of young
people dropping by over one-third. Indeed, the proportion of children between 0
and 5 years old has dropped from 12.1% of the population to under 7%.

Figure 4.3
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The baby boom'—a dramatic increase in births for the years 1946-1964—is visible
. - in Figure 4.3 "Population proportions by age group" as the population in the 0-24
1. A dramatic increase in births . = == o
for the years 1946 to 1964. age group begins increasing in 1950, peaking in 1970, and then declining
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significantly as the baby boom moves into the 25- to 44-year-old bracket. There is a
slight “echo” of the baby boom, most readily seen by looking at the 0-5 age bracket,
as in Figure 4.4 "Proportion of population under age 5".

Figure 4.4 Proportion of population under age 5
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The aging of the American population is a consequence of greater life expectancy.
When social security was created in 1935, the average American male lived to be
slightly less than 60 years old. The social security benefits, which didn’t start until
age 65, thus were not being paid to a substantial portion of the population.
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Figure 4.5 U.S. life expectancy at birth
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Figure 4.5 "U.S. life expectancy at birth" shows life expectancy at birth, thus
including infant mortality. The significant drop in life expectancy in 1918—to
nearly 30 years old for nonwhites—is primarily a consequence of the great
influenza, which killed about 2.5% of the people who contracted it and killed more
Americans in 1918 than did World War 1. The Great Depression (1929-1939) also
reduced life expectancy. The steady increase in life expectancy is also visible, with
white females now living 80 years on average.

4.1 Basic Demographics 54



Chapter 4 The U.S. Economy

Figure 4.6 U.S. immigrant population (percentages) by continent of origin
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It is said that the United States is a country of immigrants, and a large fraction of
the population had ancestors who came from elsewhere. Immigration into this
United States, however, has been increasing after a long decline, and the fraction of
the population that was born in foreign countries is about 11%—one in nine.

Figure 4.7 National origin of immigrants, 1900-2000
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4.1 Basic Demographics

The majority of immigrants during this century came from Europe, but immigration
from Europe has been declining for most of the century, while immigration from
Asia and Latin America has grown substantially. Figure 4.7 "National origin of
immigrants, 1900-2000" aggregates the total country-of-origin data over the
century to identify the major sources of immigrants.

One hears a lot about divorce rates in the United States, with statements like “Fifty
percent of all marriages end in divorce.” Although it has grown, the divorced
population is actually a small fraction of the population of the United States.

Figure 4.8 Male marital status (percentages)
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Figure 4.9 Female marital status (percentages)

80.0 —

—o— Never Married
70.0 —— Married

.l —_—— Widowed
=2+« Divorced

50.0

40.0

Percent

30.0 +
20.0

10.0 —
0.0

1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000

Marriage rates have fallen, but primarily because the “never married” category has
grown. Some of the “never married” probably represent unmarried couples, since
the proportion of children from unmarried women has risen fairly dramatically.
Even so, marriage rates are greater than they were a century ago. However, a
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century ago there were more unrecorded and common-law marriages than there
probably are today.

Figure 4.10
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While we are on the subject, however, the much-discussed crisis in teenage
pregnancies doesn’t appear to be such a crisis when viewed in terms of the

proportion of all births that involve a teenage mother, illustrated in Figure 4.11
"Births to women age 19 or less (percentages)".

Figure 4.11
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KEY TAKEAWAYS

4.1 Basic Demographics

No one in his or her right mind memorizes the takeaways of this
chapter; the goal is to have a sense of one’s nation.

There are about 300 million people in the United States, up from 76
million in 1900.

The U.S. population has become primarily an urban population, growing
from 40% to 80% urban in the past century.

The population is primarily white, with 12%-13% African American.

The U.S. population has aged, with the proportion of seniors (over 65
years of age) tripling over the past century, and the proportion of young
people dropping by over one-third.

The baby boom was a dramatic increase in births for the years 1946 to
1964.

The aging of the American population is a consequence of greater life
expectancy.

About 11% of Americans were born in foreign countries.

The divorced population is about 10%.

Marriage rates have fallen, but primarily because the “never married”
category has grown.
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4.2 Education

LEARNING OBJECTIVE

1. Who goes to school and how much?

Why are the Western nations rich and many other nations poor? What creates the

wealth of the developed nations? Modern economic analysis attributes much of the
growth of the United States and other developed nations to its educated workforce,
and not to natural resources. Japan, with a relative scarcity of natural resources but
a highly educated workforce, is substantially richer than Brazil, with its abundance

of natural resources.

Figure 4.12 Educational attainment in years (percentage of population)
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Just less than 85% of the U.S. population completes 12 years of schooling, not
counting kindergarten. Not all of these students graduate from high school, but

they spend 12 years in school. The proportion that completes only 5 or fewer years

of elementary school has dropped from about one quarter of the population to a
steady 1.6%. At least 4 years of university now represents a bit more than one
quarter of the population, which is a dramatic increase, illustrated in Figure 4.12
"Educational attainment in years (percentage of population)". Slightly fewer

women (25% vs. 28%)complete 4 years of university, although women are more

likely to complete 4 years of high school.
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4.2 Education

Graduation rates are somewhat below the number of years completed, so that
slightly less than three quarters of the U.S. population actually obtain their high
school degree. Of those obtaining a high school degree, nearly half obtain a
university or college degree.

Figure 4.13 Graduation rates (percentages)
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There are several interesting things to see in Figure 4.13 "Graduation rates
(percentages)". First, high school completion dropped significantly during World
War II (1940-1945) but rebounded afterward. Second, after World War II, college
graduation spiked when many U.S. soldiers were sent to university by the
government under a program called the “GI Bill.”The etymology of GI, as slang for
U.S. soldiers, is disputed, with candidates including “Government Issue,” “General
Infantry,” and “Galvanized Iron”—the latter a reference to trash cans that looked
like German World War I artillery.

As the number of high school students rose, the portion of high school graduates
going to university fell, meaning that a larger segment of the population became
high school educated. This increase represents the creation of the U.S. middle class;
previously, high school completion and university attendance was in large part a
sign of wealth. The creation of a large segment of the population who graduated
from high school but didn’t attend university led to a population with substantial
skills and abilities but no inherited wealth and they became the middle class.
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4.2 Education

High school completion has been declining for 30 years. This is surprising given the
high rate of financial return to education in the United States. Much of the
reduction in completion can be attributed to an increase in General Education
Development (GED) certification, which is a program that grants diplomas (often
erroneously thought to be a “General Equivalent Degree”) after successfully passing
examinations in five subject areas. Unfortunately, those people who obtain GED
certification are not as successful as high school graduates, even marginal
graduates, and indeed the GED certification does not seem to help students succeed,
in comparison with high school graduation.In performing this kind of analysis,
economists are very concerned with adjusting for the type of person. Smarter
people are more likely to graduate from high school, but one doesn’t automatically
become smart by attending high school. Thus, care has been taken to hold constant
innate abilities, measured by various measures like IQ scores and performance on
tests, so that the comparison is between similar individuals, some of whom
persevere to finish school, some of whom don’t. Indeed, some studies use identical
twins.

KEY TAKEAWAYS

+ An estimated 85% of the U.S. population completes 12 years of schooling,
not counting kindergarten.

+ One quarter of the population completes at least 4 years of university.

« High school graduates comprise the bulk of the middle class.

« High school completion has been declining for 30 years. This is
surprising given the high rate of financial return to education in the
United States.
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4.3 Households and Consumption

LEARNING OBJECTIVE

1. How much stuff do we have?

There are approximately 100 million households*—a group of people sharing living
quarters—in the United States. The number of residents per household has
consistently shrunk during this century, from over four to under three, as
illustrated in Figure 4.14 "Household occupancy".

Figure 4.14
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The shrinking size of households reflects not just a reduction in birthrates but also
an increase in the number of people living alone as illustrated in Figure 4.15
"Proportion of households by type". More women live alone than men, even though
four times as many families with a single adult member are headed by women. This
discrepancy—many more women both living on their own and living with children
and no partner, even though there are about the same number of men and women
born—is accounted for by the greater female longevity already noted.

2. Groups of people sharing living
quarters.
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Where do we live? About 60% of households live in single-family detached homes,

Figure 4.15 Proportion of households by type
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meaning houses that stand alone. Another 5% or so live in single-family attached
houses, such as “row houses.” Slightly over 7.5% live in mobile homes or trailers,

and the remainder live in multi-unit housing, including apartments and duplexes.

About two thirds of American families own their own homes, up from 43% in 1940.

Slightly less than 0.5% of the population is incarcerated in state and federal prisons,
as illustrated in Figure 4.16 "Percentage of incarcerated residents". This represents
a fourfold increase over 1925 to 1975.

4.3 Households and Consumption
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Figure 4.16 Percentage of incarcerated residents
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Ten percent of households do not have an automobile, and 97.6% have a telephone.
So-called land line telephones may start to fall as apartment dwellers, especially
students, begin to rely exclusively on cell phones. Just under 99% of households
have complete plumbing facilities (running water, bath or shower, flush toilet), up
from 54.7% in 1940.

How much income do these households make? What is the distribution of income?
One way of assessing the distribution is to use quintiles to measure dispersion. A
quintile’ is one fifth, or 20%, of a group. Thus the top income quintile represents
the top 20% of income earners, the next represents those ranking 60%-80%, and so
on. Figure 4.17 "Income shares for three quintiles" shows the earnings of the top,

middle,

and bottom quintiles.

Figure 4.17 Income shares for three quintiles
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Figure 4.18 Family income
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The earnings of the top quintile fell slightly until the late 1960s, when it began to
rise. All other quintiles lost income share to the top quintile starting in the
mid-1980s. Figures like these suggest that families are getting poorer, except for an
elite few. However, families are getting richer, just not as fast as the top quintile.

Figure 4.19 Family income, cumulative percentage change
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Figure 4.18 "Family income" shows the income, adjusted for inflation to be in 2001
dollars, for families at various points in the income spectrum. For example, the 60%
line indicates families for whom 40% of the families have higher income, and 60%
have lower income. Incomes of all groups have risen, although the richer families
have seen their incomes rise faster than poorer families. That is readily seen when

percentage changes are plotted in Figure 4.19 "Family income, cumulative
percentage change".

Real income gains in percentage terms have been larger for richer groups, even
though the poor have also seen substantially increased incomes.

If the poor have fared less well than the rich in percentage terms, how have African
Americans fared? After World War II, African American families earned about 50%
of white family income. This ratio has risen gradually, noticeably in the 1960s after
the Civil Rights Act’—legislation that prohibited segregation based on race in
schools, public places, and employment—that is credited with integrating
workplaces throughout the southern United States. African American family
income lagged white income growth throughout the 1980s but has been rising

again, a trend illustrated in Figure 4.20 "Black family income as a percentage of
white income".

Figure 4.20 Black family income as a percentage of white income
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4. Legislation that prohibited These income measures attempt to actually measure purchasing power, and thus
segregation based on race in adjust for inflation. How much will $1 buy? This is a complicated question, because
schools, public places, and changes in prices aren’t uniform—some goods get relatively cheaper, while others
employment.
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5. A price deflator that adjusts for
what it costs to buy a
“standard” bundle of food,
clothing, housing, electricity,
and other items.

6. A prolonged and severe
economic downturn from 1929
to 1939.

become more expensive, and the overall cost of living is a challenge to calculate.
The price index typically used is the consumer price index (CPI)’, a price deflator
that adjusts for what it costs to buy a “standard” bundle of food, clothing, housing,
electricity, and other items. Figure 4.21 "Consumer price index (1982 = 100)" shows
the CPI over most of the past century, where 1982 is set as the reference year.

There have been three major inflations in the past century. Both World War I and
World War 11, with a large portion of the goods and services diverted to military
use, saw significant inflations. In addition, there was a substantial inflation during
the 1970s, after the Vietnam War in the 1960s. The price level fell during the Great
Depression®, a prolonged and severe economic downturn from 1929 to 1939. Falling
price levels create investment problems because inflation-adjusted interest rates,
which must adjust for deflation, are forced to be high, since unadjusted interest
rates cannot be negative. Changes in the absolute price level are hard to estimate,
so the change is separately graphed in Figure 4.22 "CPI percentage changes".

Figure 4.21
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Figure 4.22
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The cost of food has fallen quite dramatically over the past century. Figure 4.23
"Food expenditure as percentage of income, and proportion spent out" shows that
the percentage of pre-tax household income spent on food has fallen from 25% to
about 10%. This fall is a reflection of greater incomes and the fact that the real cost

of food has fallen.

Moreover, a much greater fraction of expenditures on food are spent away from
home, a fraction that has risen from under 15% to 40%.
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Figure 4.23 Food expenditure as percentage of income, and proportion spent out
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How do we spend our income? The major categories are food, clothing, housing,
medical, household operation, transportation, and recreation. The percentage of
disposable income spent on these categories is shown for the years 1929, 1965, and
2001 in Figure 4.24 "After-tax income shares".

Figure 4.24 After-tax income shares
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The cost of food has shrunk substantially, but we enjoy more recreation and spend a
lot more staying healthy. (The cost of food is larger than in Figure 4.23 "Food
expenditure as percentage of income, and proportion spent out" because these
figures use after-tax disposable income, rather than pre-tax income.) This is not
only a consequence of our aging population but also of the increased technology
available.

KEY TAKEAWAYS

« There are approximately 100 million households in the United States.

¢ The number of residents per household has shrunk, from over four to
under three, over the past 100 years.

+ About 60% of households live in single-family detached homes.

« Slightly less than 0.5% of the population is incarcerated in state and
federal prisons. This represents a four-fold increase over 1925 to 1975.

« Ten percent of households do not have an automobile, and 97.6% have a
telephone.

+ Just under 99% of households have complete plumbing facilities
(running water, bath or shower, flush toilet), up from 55% in 1940.

* A quintile (or fifth) is a group of size 20%.

¢ The earnings of the top quintile fell slightly until the late 1960s, when it
began to rise. All other quintiles lost income share to the top quintile
starting in the mid-1980s. Figures like these suggest that families are
getting poorer, except for an elite few. However, families are getting
richer, just not as fast as the top quintile.

+ Just after World War II, African American families earned about 50% of
white family income. This ratio has risen gradually, noticeably in the
1960s after the 1964 Civil Rights Act.

+ The consumer price index (CPI), which adjusts for what it costs to buy a
“standard” bundle of food, clothing, housing, electricity, and other
items, is the most common price index.

+ There have been three major inflations in the past century, associated
with World War I, World War II, and the 1970s. The price level fell
during the Great Depression (1929-1939).

+ The cost of food has fallen quite dramatically over the past century.

4.3 Households and Consumption 70



Chapter 4 The U.S. Economy

EXERCISES

4.3 Households and Consumption

1. Have prices actually risen? Economists generally agree that the meaning

of “prices have risen” is that you would prefer past prices to current
prices. What makes this challenging is that the set of available products
change over time. Cars have gone up significantly in price but are also
more reliable. Would you be better off with your current income in 1913
than today? You would be very rich with current average income in 1913
but would not have access to modern medicine, television, electronics,
refrigeration, highways, and many other technologies. If you made
$40,000 annually in 1913, how would you live and what would you buy?
(Do some research.)

. Compare a $40,000 income in 1980 to the present. What differences are

there in available products? In the quality of products? How rich does
$40,000 make you in each time period? In which period would you
choose to live, and why?
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4.4 Production

7. The value of traded goods and
services produced within the
borders of the United States.

LEARNING OBJECTIVE

1. What do we make?

We learned something about where we live and what we buy. Where do we get our
income? Primarily, we earn by providing goods and services. Nationally, we
produce about $11 trillion worth of goods and services. Broadly speaking, we spend
that $11 trillion on personal consumption of goods and services, savings, and
government. This, by the way, is often expressed as Y = C + I + G, which states that
income (Y) is spent on consumption (C), investment (I, which comes from savings),
and government (G). One can consume imports as well, so the short-term constraint
looks like Y + M = C + 1 + G + X, where M is imports and X is exports.

How much does the United States produce? Economists measure output with the
gross domestic product (GDP)’, which is the value of traded goods and services
produced within the borders of the United States. GDP thus excludes output of
Japanese factories owned by Americans but includes the output of U.S. factories
owned by the Japanese.

Importantly, GDP excludes nontraded goods and services. Thus, unpaid housework
is not included. If you clean your own home, and your neighbor cleans his or her
home, the cleaning does not contribute to GDP. On the other hand, if you and your
neighbor pay each other to clean each other’s homes, GDP goes up by the payments,
even though the actual production of goods and services remains unchanged. Thus,
GDP does not measure our total output as a nation, because it neglects unpaid
services. Why does it neglect unpaid services? Primarily because we can’t readily
measure them. Data on transactions are generated by tax information and
reporting requirements imposed on businesses. For the same reason, GDP neglects
illegal activities as well, such as illegal drug sales and pirated music sales. Thus, GDP
is not a perfect measure of the production of our society. It is just the best measure
we have.

Figure 4.25 "Output, consumption, investment, and government" shows the growth
in GDP and its components of personal consumption, government expenditures,
and investment. The figures are expressed in constant 1996 dollars—that is,
adjusted for inflation. The figure for government includes the government’s
purchases of goods and services—weapons, highways, rockets, pencils—but does not
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8. Scale on which a straight line
gives constant percentage
growth.

4.4 Production

include transfer payments like social security and welfare programs. Transfer
payments are excluded from this calculation because actual dollars are spent by the
recipient, not by the government. The cost of making the transfer payments (e.g.,
printing and mailing the checks), however, is included in the cost of government.

Figure 4.25
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It is often visually challenging to draw useful information from graphs like Figure
4.25 "Qutput, consumption, investment, and government", because economic
activity is growing at a constant percentage. Consequently, economists often use a
logarithmic scale® rather than a dollar scale. A logarithmic scale has the useful
property that a straight line gives constant percentage growth. Consider a variable
x that takes on values x; at time t. Define %Ax to be the percentage change:

Xt — Xr—1
%Ax = ———
Xt—1

Then

log(x,) = log(x,—1) + log < all > = log(x,—1) + log (1 + %Ax)

Xi—1

Thus, if the percentage change is constant over time, log(x) will be a straight line
over time. Moreover, for small percentage changes,
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4.4 Production

log (1 + %Ax) ~ %Ax

so that the slope is approximately the growth rate.The meaning of = throughout

. . . ) log (1+%Ax)—%Ax
this book is “to the first order.” Here that means lim ————— = 0.
%Ax—0 %eAx

Moreover, in this case the errors of the approximation are modest up to about 25%
changes. Figure 4.26 "Major GDP components in log scale" shows these statistics
with a logarithmic scale.

Figure 4.26 Major GDP components in log scale
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Immediately noticeable is the approximately constant growth rate from 1950 to the
present, because a straight line with a log scale represents a constant growth rate.
In addition, government has grown much more slowly (although recall that transfer
payments, another aspect of government, aren’t shown). A third feature is the
volatility of investment—it shows much greater changes than output and
consumption. Indeed, during the Great Depression (1929-1939), income fell
somewhat, consumption fell less, government was approximately flat, and
investment plunged to 10% of its former level.

Some of the growth in the American economy has arisen because there are more of
us. Double the number of people, and consume twice as many goods, and
individually we aren’t better off. How much are we producing per capita, and how
much are we consuming?
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U.S. output of goods, services, and consumption has grown substantially over the
past 75 years, a fact illustrated in Figure 4.27 "Per capita income and consumption".
In addition, consumption has been a steady percentage of income. This is more
clearly visible when income shares are plotted in Figure 4.28 "Consumption,
investment, and government (% GDP)".

Figure 4.27
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Consumption was a very high portion of income during the Great Depression
because income itself fell. Little investment took place. The wartime economy of
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4.4 Production

World War II reduced consumption to below 50% of output, with government
spending a similar fraction as home consumers. Otherwise, consumption has been a
relatively stable 60%-70% of income, rising modestly during the past 20 years, as
the share of government shrank and net imports grew. Net imports rose to 4% of
GDP in 2001.

The most basic output of our economic system is food, and the U.S. economy does a
remarkable job producing food. The United States has about 941 million acres under
cultivation to produce food, which represents 41.5% of the surface area of the
United States. Land use for agriculture peaked in 1952, at 1,206 million acres, and
has been dwindling ever since, especially in the northeast where farms are being
returned to forest through disuse. Figure 4.29 "U.S. agricultural output, 1982
constant dollars" shows the output of agricultural products in the United States,
adjusted to 1982 prices.

Figure 4.29
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The growth in output is more pronounced when viewed per worker involved in
agriculture in Figure 4.30 "Agricultural output, total and per worker (1982 dollars,

log scale)".
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4.4 Production

Figure 4.30
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Where do we work? Economists divide production into goods and services. Goods
are historically divided into mining, construction, and manufacturing. Mining
includes production of raw materials of all kinds, including metals, oil, bauxite, and
gypsum. Construction involves production of housing and business space.
Manufacturing involves the production of everything from computers to those little
chef’s hats that are placed on turkey legs. Figure 4.31 "Major nonagricultural
sectors of U.S. economy (% GDP)" describes the major sectors of the U.S. economy.
Because the data come from firms, agriculture is excluded, although goods and

services provided to farms would be included.
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4.4 Production

Figure 431 Major nonagricultural sectors of U.S. economy (% GDP)
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Mining has diminished as a major factor in the U.S. economy, a consequence of the
growth of other sectors and the reduction in the prices for raw materials. Contrary
to many popular predictions, the prices of raw materials have fallen even as output
and population have grown. We will see later in this book that the fall in prices of
raw materials—ostensibly in fixed supply given the limited capacity of the
earth—means that people expect a relative future abundance, either because of
technological improvements in their use or because of large as yet undiscovered
pools of the resources. An example of technological improvements is the
substitution of fiber optic cable for copper wires. An enormous amount of copper
has been recovered from telephone lines, and we can have more telephone lines
and use less copper than was used in the past.

Manufacturing has become less important for several reasons. Many manufactured
goods cost less, pulling down the overall value. In addition, we import more
manufactured goods than in the past. We produce more services. T&PU stands for
transportation and public utilities, and includes electricity and telephone services
and transportation including rail and air travel. This sector has shrunk as a portion
of the entire economy, although the components have grown in absolute terms. For
example, the number of airplane trips has grown dramatically, as illustrated in
Figure 4.32 "Air travel per capita".
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Figure 4.32
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Electricity production has risen dramatically, as Figure 4.33 "Electricity production

(M kwh)" shows.

Figure 4.33
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However, energy use more generally has not grown as much, just doubling over the
postwar period, which is illustrated in Figure 4.34 "Energy use (quadrillion BTUs)".
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Figure 4.34
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The number of automobiles per capita in the United States peaked in the early
1980s, which looks like a reduction in transportation since then. However, we still
drive more than ever, suggesting the change is actually an increase in the reliability
of automobiles. Both of these facts are graphed in Figure 4.35 "Cars per thousand
population and miles driven per capita", with miles on the left axis and cars per
thousand on the right.

Figure 4.35
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The cost of selling goods—wholesale and retail costs—remains relatively stable, as
does “FIRE,” which stands for finance, insurance, and real estate costs. Other
services, ranging from restaurants to computer tutoring, have grown substantially.
This is the so-called service economy that used to be in the news frequently, but is

less so these days.

A bit more than 60% of the population works, with the historical percentage
graphed in Figure 4.36 "Percentage of population employed (military and prisoners
excluded)". The larger numbers in recent years are partially a reflection of the baby
boom’s entry into working years, reducing the proportion of elderly and children in
American society. However, it is partially a reflection of an increased propensity for

households to have two income earners.

Figure 4.36
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Figure 4.37
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Female participation in the labor force has risen quite dramatically in the United
States, as shown in Figure 4.37 "Labor force participation rates, all women and
married women". The overall participation rate has roughly tripled during the
century and significantly exceeds the rate prevailing during World War II, when
many women went to work. In addition, participation of married women has now
risen above the level for unmarried women. The participation rate for single
women is even higher, currently at 68%, and it is higher than the overall average
participation rate of all residents. The difference is primarily elderly women, who
are disproportionately more likely to be widowed rather than married or single,
and who are less likely to be working.

Another sector of the economy that has been of focus in the news is national
defense. How much do we spend on the military? In this century, the large
expenditure occurred during World War II, when about 50% of GDP was spent by
the government and 37% of GDP went to the armed forces. During the Korean War,
we spent about 15% of GDP on military goods and less than 10% of GDP during the
Vietnam War. The military buildup during Ronald Reagan’s presidency (1980-1988)
increased our military expenditures from about 5.5% to 6.5% of GDP—a large
percentage change in military expenditures, but a small diversion of GDP. The fall
of the Soviet Union led the United States to reduce military expenditures, in what
was called the “peace dividend,” but again the effects were modest, as illustrated in
Figure 4.38 "Defense as a percentage of GDP".
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Figure 4.38
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Historically, defense represents the largest expenditure by the federal government.
However, as we see, defense has become a much smaller part of the economy
overall. Still, the federal government plays many other roles in the modern U.S.
economy.
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KEY TAKEAWAYS

+ Economists measure output with the gross domestic product (GDP),
which is the value of traded goods and services produced within the
borders of the United States.

« Importantly, GDP excludes nontraded goods and services. Thus, GDP is
not a perfect measure of the production of our society. It is just the best
measure we have.

« Economists often use a logarithmic scale rather than a dollar scale. On a
logarithmic scale, a straight line gives constant percentage growth.

+ Economists divide production into goods and services. Goods are
historically divided into mining, construction, and manufacturing.

+ The prices of raw materials have fallen even as output and population
have grown.

+ Manufacturing has become less important for several reasons. Many
manufactured goods cost less, pulling down the overall value. In
addition, we import more manufactured goods than in the past. We
produce more services.

« Electricity production has risen dramatically.

« The number of automobiles per capita in the United States peaked in the
early 1980s, but we still drive more than ever, suggesting the change is
actually an increase in the reliability of automobiles.

« The cost of selling goods—wholesale and retail costs—remains relatively
stable, as does “FIRE” (finance, insurance, and real estate costs). Other
services have grown substantially.

+ A bit more than 60% of the population works.

+ Female participation in the labor force has risen quite dramatically in
the United States.

« Military expenditures peaked during World War II, when about 50% of
GDP was spent by the government, and 37% of GDP went to the armed
forces. During the Korean War, we spent about 15% of GDP on the
military and less than 10% of GDP during the Vietnam War. The military
buildup during Ronald Reagan’s presidency (1980-1988) increased our
military expenditures from about 5.5% to 6.5% of GDP—a large
percentage change in military expenditures, but a small diversion of
GDP.
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LEARNING OBJECTIVE

1. How big is government and what does the government spend money on?

With a budget over $2 trillion, the federal government represents just under 20% of
the U.S. economy. It is one of the largest organizations in the world; only nations
are larger organizations, and only a handful of nations are larger.

The size of the federal government, as a percentage of GDP, is shown in Figure 4.39
"Federal expenditures and revenues (percent of GDP)". Federal expenditures
boomed during World War 11 (1940-1945), but shrank back to nearly prewar levels
shortly afterward, with much of the difference attributable to veterans’ benefits
and continuing international involvement. Federal expenditures, as a percentage of
GDP, continued to grow until Ronald Reagan’s presidency in 1980, when they began
to shrink slightly after an initial growth. Figure 4.39 "Federal expenditures and
revenues (percent of GDP)" also shows federal revenues, and the deficit—the
difference between expenditures and revenues—is apparent, especially for World
War II and 1970 to 1998.

Figure 4.39
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Much has been written about the federal government’s “abdication” of various
services, which are pushed onto state and local government. Usually this behavior
is attributed to the Reagan presidency (1980-1988). There is some evidence of this
behavior in the postwar data, but the effect is very modest and long term. Most of
the growth in state and local government occurred between 1947 and 1970, well
before the Reagan presidency; state and local government has been stable since
then. Moreover, the expenditure of the federal government, which shows ups and
downs, has also been fairly stable. In any event, such effects are modest overall.

Figure 4.40
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Figure 4.40 "Federal, state, and local level, and total government receipts (% GDP)"

sets out the taxation at both the federal and state and local (merged to be regional)
level. Figure 4.41 "Federal, regional, and total expenditures (% GDP)" shows

expenditures of the same entities. Both figures are stated as a percentage of GDP.
State and local taxation and expenditures doubled over the postwar period. The two
figures are very similar. The federal government’s expenditures have varied more

significantly than its revenues.
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Figure 4.41
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A peculiarity of the U.S. federal government is a preference for “off-budget”
expenditures. Originally, such off-budget items involved corporations like Intelsat
(which commercialized satellite technology) and RCA (the Radio Corporation of
America, which commercialized radio), as well as other semi-autonomous and self-
sustaining operations. Over time, however, off-budget items became a way of hiding
the growth of government, through a process that became known as “smoke and
mirrors.” The scope of these items is graphed in Figure 4.42 "Federal expenditures,
on and off budget (% GDP)".

Figure 4.42
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During the 1980s, the public became aware of off-budget items. Political awareness
made off-budget items cease to work as a device for evading balanced-budget
requirements, and few new ones were created, although they continue to be
debated. Sporadically, there are attempts to push social security off-budget.

Figure 4.43
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Federal employees include two major categories: uniformed military personnel and
the executive branch. State and local government is much larger and has tripled in
size since 1962, a fact illustrated in Figure 4.43 "Federal and regional government
employment". The biggest growth areas involve public school teachers, police,
corrections (prisons), and hospitals. About 850,000 of the federal employees work
for the postal service.
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in the form of a check.
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Figure 4.44
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Transfers to individuals’ represent almost 50% of federal expenditures. These
transfers are direct payments to individuals in the form of a check. Such transfers
include social security, Medicare, Medicaid, unemployment insurance, and veteran
benefits. Transfers to state and local governments are listed as regional. “Other
grants” also involve sending checks, usually with strings attached. Expenditure
shares are graphed in Figure 4.44 "Major expenditures of the federal government",
while the breakdown of federal transfers is provided in Figure 4.45 "Major transfer
payments (% of federal budget)". The growth in social security during the 1950s and
1960s is primarily a consequence of increasing benefit levels. The growth in
Medicare and Medicaid payments over the period 1970 to 1990, in contrast, is
primarily a consequence of increased costs of existing programs rather than
increases in benefit levels.
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Figure 4.46 Social security revenue and expenditure ($ millions)
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A question you may ask, quite reasonably, is whether the social security program
can survive to the time when you retire. A common misunderstanding about social
security is that it is an investment program—that the taxes individuals pay in are
invested and returned at retirement. As Figure 4.46 "Social security revenue and
expenditure ($ millions)" makes clear, for most of its existence the social security
program has paid out approximately what it took in.

The social security administration has been ostensibly investing money and has a
current value of approximately $1.5 trillion, which is a bit less than four times the
current annual expenditure on social security. Unfortunately, this money is
“invested” in the federal government, and thus is an obligation of the federal
government, as opposed to an investment in the stock market. Consequently, from
the perspective of someone who is hoping to retire in, say, 2050, this investment
isn’t much comfort, since the investment won’t make it easier for the federal
government to make the social security payments. The good news is that the
government can print money. The bad news is that when the government prints a
lot of money and the obligations of the social security administration are in the tens
of trillions of dollars, it isn’t worth very much.
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Figure 4.47
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The federal government runs deficits, spending more than it earned. In most of the
past 75 years, we see from Figure 4.39 "Federal expenditures and revenues (percent
of GDP)" that the government runs a deficit, bringing in less than it spends. Interest
has been as high as 15% of the cost of the federal government (see Figure 4.44
"Major expenditures of the federal government"). How large is the debt, and how
serious is it? Figure 4.47 "Federal debt, total and percent of GDP" gives the size of
the federal debt in absolute dollars and as a percent of GDP. The debt was increased
dramatically during World War II (1940-1945), but over the next 25 years little was
added to it, so that as a portion of growing GDP, the debt fell.

Starting in the late 1970s, the United States began accumulating debt faster than it
was growing, and the debt began to rise. That trend wasn’t stabilized until the
1990s, and then only because the economy grew at an extraordinary rate by
historical standards. The expenditures following the September 11, 2001, terrorist
attacks, combined with a recession in the economy, have sent the debt rising
dramatically, wiping out the reduction of the 1990s.

The national debt isn’t out of control, yet. At 4% interest rates on federal
borrowing, we spend about 2.5% of GDP on interest servicing the federal debt. The
right evaluation of the debt is as a percentage of GDP; viewed as a percentage, the
size of the debt is of moderate size—serious but not critical. The serious side of the
debt is the coming retirement of the baby boom generation, which is likely to put
additional pressure on the government.
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10. The current amount of some
material.

11. The rate of change in the
amount of some material that
exists from one instant to the
next.

4.5 Government

An important distinction in many economic activities is one between a stock and a
flow. A stock™ is the current amount of some material; flow' represents the rate of
change in the amount of some material that exists from one instant to the next.
Your bank account represents a stock of money; expenditures and income

represent a flow. The national debt is a stock; the deficit is the addition to the debt
and is a flow. If you think about a lake with incoming water and evaporation, the
amount of water in the lake is the stock of water, while the incoming stream minus
evaporation is the flow.

Table 4.1 Expenditures on agencies as percent of non-transfer expenditures

Legislative 04 |04 |05
Judiciary 0.2 |03 |0.6
Agriculture 21 |22 |27
Commerce 3.2 0.7 0.7
Education 39 |38 |67
Energy 3.1 3.2 2.9
Health 3.7 4.6 8.3
Defense 43.8 |59.2 |46.9
Homeland Security - - 4.1

Housing & Urban Dev. |13.4 [2.9 |43

Interior 1.6 |13 1.4
Justice 1.0 1.7 2.7
Labor 61 |17 |17
State 0.6 0.9 13
Transportation 22 |26 |21
Treasury 1.7 1.6 14
Veterans 2.3 2.6 3.3
Corps of Engineers 1.0 (0.6 |0.6
Environmental P.A. 1.1 (11 |11
Fed Emergency M.A. 0.2 |04 |00
GSA 0.2 0.5 0.0
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Department or Agency | 1977 | 1990 | 2002

Int] Assistance 2.8 2.7 1.9
NASA 1.6 2.5 2.0
NSF 0.3 0.4 0.7

Table 4.1 "Expenditures on agencies as percent of non-transfer expenditures" gives
the expenditures on various agencies, as a percentage of the discretionary
expenditures'?, where discretionary is a euphemism for expenditures that aren’t
transfers. Transfers, which are also known as entitlements, include social security,
Medicare, aid to families with dependent children, unemployment insurance, and
veteran'’s benefits. Table 4.1 "Expenditures on agencies as percent of non-transfer
expenditures" provides the expenditures by what is sometimes known as the
“Alphabet Soup” of federal agencies (DOD, DOJ, DOE, FTC, SEC, ...).

The National Science Foundation (NSF) provides funding for basic research. The
general idea of government-funded research is that it is useful for ideas to be in the
public domain and, moreover, that some research isn’t commercially viable but is
valuable nevertheless. Studying asteroids and meteors produces little, if any,
revenue but could, perhaps, save humanity one day in the event that we needed to
deflect a large incoming asteroid. (Many scientists appear pessimistic about actually
deflecting an asteroid.) Similarly, research into nuclear weapons might be
commercially viable; but, as a society, we don’t want firms selling nuclear weapons
to the highest bidder. In addition to the NSF, the National Institutes of Health, also a
government agency, funds a great deal of research. How much does the government
spend on research and development (R&D)? Figure 4.48 "Federal spending on R&D

% GDP)" shows the history of R&D expenditures. The 1960s “space race”
competition between the United States and the Soviet Union led to the greatest
federal expenditure on R&D, and it topped 2% of GDP. There was a modest increase
during the Reagan presidency (1980-1988) in defense R&D, which promptly
returned to earlier levels.
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Figure 4.48
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Where does the government get the money to buy all these things? As we see in
Figure 4.49 "Sources of federal government revenue", the federal income tax
currently produces just under 50% of federal revenue. Social security and Medicare
taxes produce the next largest portion, with around 30%-35% of revenue. The rest
comes from corporate profits’ taxes (about 10%), excise taxes like those imposed on
liquor and cigarettes (under 5%), and other taxes like tariffs, fees, sales of property
like radio spectrum and oil leases, and fines. The major change since World War II is
the dramatic increase in social security, a consequence of the federal government’s
attempt to ensure the future viability of the program, in the face of severely
adverse demographics in the form of the retirement of the baby boom generation.
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An important aspect of tax collection is that income taxes, like the federal income
tax as well as social security and Medicare taxes, are very inexpensive to collect
relative to sales taxes and excise taxes. Income taxes are straightforward to collect
even relative to corporate income taxes. Quite reasonably, corporations can deduct
expenses and the costs of doing business and are taxed on their profits, not on
revenues. What is an allowable deduction, and what is not, makes corporate profits
complicated to administer. Moreover, from an economic perspective, corporate
taxes are paid by consumers in the form of higher prices for goods, at least when
industries are competitive.
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KEY TAKEAWAYS

« With a budget over $2 trillion, the federal government represents just
under 20% of the U.S. economy.

« Federal employees include military personnel and the executive branch.
State and local government employment is much larger than federal
employment and has tripled in size since 1962.

« Transfers to individuals represent almost 50% of federal expenditures.
Such transfers include social security, Medicare, Medicaid,
unemployment insurance, and veteran’s benefits. Transfers are also
known as entitlements, and other expenditures are called discretionary
spending.

« The social security program has paid out approximately what it took in
and is not an investment program.

+ The federal government runs deficits, spending more than it earned.
Starting in the late 1970s, the United States began accumulating debt
faster than it was growing, and the debt began to rise. That trend wasn’t
stabilized until the 1990s, and then only because the economy grew at
an extraordinary rate by historical standards. The expenditures
following the September 11, 2001, terrorist attacks, combined with a
recession in the economy, have sent the debt rising dramatically.

« The best way to evaluate the debt is as a percentage of GDP.

+ An important distinction in many economic activities is one between a
stock and a flow. Your bank account represents a stock of money;
expenditures and income represent a flow. The national debt is a stock;
the deficit is the addition to the debt and is a flow.

+ Government funded research and development represents about 1% of
GDP, divided about equally between military and civilian research.

+ The federal income tax currently produces just under 50% of federal
revenue. Social security and Medicare taxes produce the next largest
portion, about one third of revenue. The rest comes from corporate
profits’ taxes (about 10%) and excise taxes like those imposed on liquor
and cigarettes (under 5%).
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LEARNING OBJECTIVE

1. What do we trade with other nations?

The United States is a major trading nation. Figure 4.50 "Total imports and exports
as a proportion of GDP" represents total U.S. imports and exports, including foreign
investments and earnings (e.g., earnings from U.S.-owned foreign assets). As is clear
from this figure, the net trade surplus ended in the 1970s, and the United States
now runs substantial trade deficits, around 4% of the GDP. In addition, trade is
increasingly important in the economy.

Figure 4.50

20.00% -,

18.00% _| | === Exports O
16.00% | | —F— Imports f! E-D

14.00% |

12.00% —
10.00% -

000 T T TTTTTT T T T T T T T T T I T T I T T I T T T T T T T T T T T T TTT 7T

D ™ D \V s} QD ™ o) 4% o Q
e) o (s) ’\ /\ o) 3o Q 9 ) )

As already stated, Figure 4.50 "Total imports and exports as a proportion of GDP"
includes investments and earnings. When we think of trade, we tend to think of
goods traded—American soybeans, movies and computers sold abroad, as well as
automobiles, toys, shoes, and wine purchased from foreign countries. Figure 4.51
"U.S. trade in goods and services" shows the total trade in goods and services, as a
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13. Earnings on foreign assets, and
the payments from U.S.-based
assets owned by foreigners.

4.6 Trade

percentage of U.S. GDP. These figures are surprisingly similar, which show that
investments and earnings from investment are roughly balanced—the United States
invests abroad to a similar extent as foreigners invest in the United States.

Figure 4.51
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Figure 4.52 "Income and payments (% GDP)" shows the earnings on U.S. assets
abroad and the payments from U.S.-based assets owned by foreigners. These forms
of exchange are known as capital accounts'. These accounts are roughly in
balance, while the United States used to earn about 1% of GDP from its ownership of
foreign assets.
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Figure 4.52
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Table 4.2 Top U.S. trading partners and trade volumes ($ billions)
All Countries 533.6 946.6 1,480.2 | 100.0%
Top 15
. 400.7 715.4 1,116.2 | 75.4%
Countries
1 Canada 123.1 167.8 290.9 19.7%
2 Mexico 71.8 101.3 173.1 11.7%
3 China 22.7 121.5 144.2 9.7%
4 Japan 36.0 85.1 121.0 8.2%
5 Germany 20.4 50.3 70.8 4.8%
6 United Kingdom | 23.9 30.3 54.2 3.7%
7 Korea, South 17.5 29.6 47.1 3.2%
8 Taiwan 14.0 22.6 36.5 2.5%
9 France 13.4 20.0 33.4 2.3%
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Rank Country Exports Year-to- Imports Year-to- Total | Percent
Date Date
10 Italy 6.9 18.6 25.5 1.7%
11 Malaysia 7.2 18.0 25.2 1.7%
12 Ireland 5.2 19.3 24.5 1.7%
13 Singapore 13.6 10.1 23.7 1.6%
14 Netherlands 15.7 7.9 23.6 1.6%
15 Brazil 9.3 13.2 22.5 1.5%

Who does the United States trade with? Table 4.2 "Top U.S. trading partners and
trade volumes ($ billions)" details the top 15 trading partners and the share of

trade. The United States and Canada remain the top trading countries of all pairs of
countries. Trade with Mexico has grown substantially since the enactment of the

1994 North American Free Trade Act (NAFTA), which extended the earlier

U.S.-Canada agreement to include Mexico, and Mexico is the second largest trading
partner of the United States. Together, the top 15 account for three quarters of U.S.
foreign trade.

KEY TAKEAWAYS

+ The United States is a major trading nation, buying about 16% of GDP
and selling about 12%, with a 4% trade deficit. Income from investments
abroad is roughly balanced with foreign earnings from U.S. investments;
these are known as the capital accounts.
The United States and Canada remain the top trading countries of all
pairs of countries. Mexico is the second largest trading partner of the
United States. China and Japan are third and fourth. Together, the top 15
account for three quarters of U.S. international trade.

4.6 Trade
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4.7 Fluctuations

LEARNING OBJECTIVE

1. What is a recession?

The U.S. economy has recessions'?, a term that refers to a period marked by a drop
in gross domestic output. Recessions are officially called by the National Bureau of
Economic Research, which keeps statistics on the economy and engages in various
kinds of economic research. Generally, a recession is called whenever output drops
for one-half of a year.

Figure 4.53
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Figure 4.53 "Postwar industrial production and recessions" shows the overall
industrial production of the United States since World War II. Drops in output are
clearly noticeable. The official recessions are also marked. There are three booms
that lasted about a decade; these are the longest booms in U.S. history and much
longer than booms ordinarily last. Prior to World War II, a normal boom lasted 2%
years and the longest boom was 4 years. Recessions have historically lasted for 1%
to 2 years, a pattern that continues. Indeed, the average recession since World War
1T has been shorter than the average recession prior to that time.

14. Periods marked by a drop in
gross domestic output.
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These fluctuations in output are known as the business cycle'’, which is not an
exact periodic cycle but instead a random cycle.

Figure 4.54
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An important aspect of the business cycle is that many economic variables move
together, or covary'®. Some economic variables vary less with the business cycle
than others. Investment varies very strongly with the business cycle, while overall
employment varies weakly. Interest rates, inflation, stock prices, unemployment,
and many other variables also vary systematically over the business cycle.
Recessions are clearly visible in the percentage of the population employed, as
illustrated in Figure 4.54 "Percentage of the population employed"

Some economic variables are much more variable than others. For example,
investment, durable goods purchases, and utilization of production capacity vary
more dramatically over the business cycle than consumption and employment.
Figure 4.55 "Industrial factory capacity utilization" shows the percentage of
industrial capacity utilized to produce manufactured goods. This series is more
volatile than production itself and responds more strongly to economic conditions.

15. Random fluctuations in output.

16. To move together.
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Figure 4.55
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Source: FRED.

Most of the field of macroeconomics is devoted to understanding the determinants
of growth and of fluctuations, but further consideration of this important topic is
beyond the scope of a microeconomics text.
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KEY TAKEAWAYS

+ The U.S. economy has recessions, a term that refers to a drop in gross
domestic output. Recessions are officially called by the National Bureau
of Economic Research, which keeps statistics on the economy and
engages in various kinds of economic research. Generally a recession is
called whenever output drops for one half of a year.

« Prior to World War II, a normal boom lasted 2% years and the longest
boom was 4 years, but they have been much longer since 1960.
Recessions have historically lasted for 1% to 2 years, a pattern that
continues.

¢ Fluctuations in output are known as the business cycle, which is not an
exact periodic cycle but instead a random cycle.

« An important aspect of the business cycle is that many economic
variables move together, or covary. Investment varies very strongly
with the business cycle, while overall employment varies weakly.
Interest rates, inflation, stock prices, unemployment, and many other
variables also vary systematically over the business cycle.

+ Some economic variables are much more variable than others.
Investment, durable goods purchases, and utilization of production
capacity vary more dramatically over the business cycle than
consumption and employment.
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Government Interventions

We have so far focused on unimpeded markets, and we saw that markets may
perform efficiently.The standard term for an unimpeded market is a free market,
which is free in the sense of “free of external rules and constraints.” In this
terminology, eBay is a free market, even though it charges for the use of the
market. In this and subsequent chapters, we examine impediments to the efficiency
of markets. Some of these impediments are imposed on otherwise efficiently
functioning markets, as occurs with taxes. Others, such as monopoly or pollution,
impede efficiency in some circumstances, and government may be used to mitigate
the problems that arise.

This chapter analyzes taxes. There are a variety of types of taxes, such as income
taxes, property taxes, ad valorem (percentage of value) taxes, and excise taxes
(taxes on a specific good like cigarettes or gasoline). Here, we are primarily
concerned with sales taxes, which are taxes on goods and services sold at retail. Our
insights into sales taxes translate naturally into some other taxes.
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5.1 Effects of Taxes

LEARNING OBJECTIVE

1. How do taxes affect equilibrium prices and the gains from trade?

Consider first a fixed, per-unit tax such as a 20-cent tax on gasoline. The tax could
either be imposed on the buyer or the supplier. It is imposed on the buyer if the
buyer pays a price for the good and then also pays the tax on top of that. Similarly,
if the tax is imposed on the seller, the price charged to the buyer includes the tax.
In the United States, sales taxes are generally imposed on the buyer—the stated
price does not include the tax—while in Canada, the sales tax is generally imposed
on the seller.

An important insight of supply and demand theory is that it doesn’t matter—to
anyone—whether the tax is imposed on the supplier or the buyer. The reason is that
ultimately the buyer cares only about the total price paid, which is the amount the
supplier gets plus the tax; and the supplier cares only about the net to the supplier,
which is the total amount the buyer pays minus the tax. Thus, with a a 20-cent tax,
a price of $2.00 to the buyer is a price of $1.80 to the seller. Whether the buyer pays
$1.80 to the seller and an additional 20 cents in tax, or pays $2.00, produces the
same outcome to both the buyer and the seller. Similarly, from the seller’s
perspective, whether the seller charges $2.00 and then pays 20 cents to the
government, or charges $1.80 and pays no tax, leads to the same profit.There are
two minor issues here that won’t be considered further. First, the party who
collects the tax has a legal responsibility, and it could be that businesses have an
easier time complying with taxes than individual consumers. The transaction costs
associated with collecting taxes could create a difference arising from who pays the
tax. Such differences will be ignored in this book. Second, if the tax is percentage
tax, it won’t matter to the outcome; but the calculations are more complicated
because a 10% tax on the seller at a seller’s price of $1.80 is different from a 10% tax
on a buyer’s price of $2.00. Then the equivalence between taxes imposed on the
seller and taxes imposed on the buyer requires different percentages that produce
the same effective tax level. In addition, there is a political issue: Imposing the tax
on buyers makes the presence and size of taxes more transparent to voters.

First, consider a tax imposed on the seller. At a given price p, and tax t, each seller
obtains p - t, and thus supplies the amount associated with this net price. Taking
the before-tax supply to be Spefore, the after-tax supply is shifted up by the amount
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of the tax. This is the amount that covers the marginal value of the last unit, plus
providing for the tax. Another way of saying this is that, at any lower price, the
sellers would reduce the number of units offered. The change in supply is
illustrated in Figure 5.1 "Effect of a tax on supply".

Figure 5.1
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q

Now consider the imposition of a tax on the buyer, as illustrated in Figure 5.2
"Effect of a tax on demand". In this case, the buyer pays the price of the good, p,
plus the tax, t. This reduces the willingness to pay for any given unit by the amount
of the tax, thus shifting down the demand curve by the amount of the tax.

5.1 Effects of Taxes 107



Chapter 5 Government Interventions

Figure 5.2

P

Amount

DAftET | DBefo re

In both cases, the effect of the tax on the supply-demand equilibrium is to shift the
quantity toward a point where the before-tax demand minus the before-tax supply
is the amount of the tax. This is illustrated in Figure 5.3 "Effect of a tax on
equilibrium". The quantity traded before a tax was imposed was gg*. When the tax is

imposed, the price that the buyer pays must exceed the price that the seller
receives, by the amount equal to the tax. This pins down a unique quantity, denoted
by ga*. The price the buyer pays is denoted by pp* and the seller receives that

amount minus the tax, which is noted as ps*. The relevant quantities and prices are
illustrated in Figure 5.3 "Effect of a tax on equilibrium".
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Figure 5.3
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Also noteworthy in this figure is that the price the buyer pays rises, but generally
by less than the tax. Similarly, the price that the seller obtains falls, but by less than
the tax. These changes are known as the incidence of the tax'—a tax mostly borne
by buyers, in the form of higher prices, or by sellers, in the form of lower prices net
of taxation.

There are two main effects of a tax: a fall in the quantity traded and a diversion of
revenue to the government. These are illustrated in Figure 5.4 "Revenue and
deadweight loss". First, the revenue is just the amount of the tax times the quantity
traded, which is the area of the shaded rectangle. The tax raised, of course, uses the
after-tax quantity ga* because this is the quantity traded once the tax is imposed.

1. Changes in the price paid for a
good based on the amount of
tax on the good.
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2. The buyer’s values minus the
seller’s costs of units that are
not economic to trade because
of a tax or other interference
in the market.

5.1 Effects of Taxes

Figure 5.4 Revenue and deadweight loss
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In addition, a tax reduces the quantity traded, thereby reducing some of the gains
from trade. Consumer surplus falls because the price to the buyer rises, and
producer surplus (profit) falls because the price to the seller falls. Some of those
losses are captured in the form of the tax, but there is a loss captured by no
party—the value of the units that would have been exchanged were there no tax.
The value of those units is given by the demand, and the marginal cost of the units
is given by the supply. The difference, shaded in black in the figure, is the lost gains
from trade of units that aren’t traded because of the tax. These lost gains from
trade are known as a deadweight loss’. That is, the deadweight loss is the buyer’s
values minus the seller’s costs of units that are not economic to trade only because
of a tax or other interference in the market. The net lost gains from trade
(measured in dollars) of these lost units are illustrated by the black triangular
region in the figure.

The deadweight loss is important because it represents a loss to society much the
same as if resources were simply thrown away or lost. The deadweight loss is value
that people don’t enjoy, and in this sense can be viewed as an opportunity cost of
taxation; that is, to collect taxes, we have to take money away from people, but
obtaining a dollar in tax revenue actually costs society more than a dollar. The costs
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5.1 Effects of Taxes

of raising tax revenues include the money raised (which the taxpayers lose), the
direct costs of collection, like tax collectors and government agencies to administer
tax collection, and the deadweight loss—the lost value created by the incentive
effects of taxes, which reduce the gains for trade. The deadweight loss is part of the
overhead of collecting taxes. An interesting issue, to be considered in the
subsequent section, is the selection of activities and goods to tax in order to
minimize the deadweight loss of taxation.

Without more quantification, only a little more can be said about the effect of
taxation. First, a small tax raises revenue approximately equal to the tax level times
the quantity, or tq. Second, the drop in quantity is also approximately proportional
to the size of the tax. Third, this means the size of the deadweight loss is
approximately proportional to the tax squared. Thus, small taxes have an almost
zero deadweight loss per dollar of revenue raised, and the overhead of taxation, as a
percentage of the taxes raised, grows when the tax level is increased. Consequently,
the cost of taxation tends to rise in the tax level.

KEY TAKEAWAYS

« Imposing a tax on the supplier or the buyer has the same effect on prices
and quantity.

« The effect of the tax on the supply-demand equilibrium is to shift the
quantity toward a point where the before-tax demand minus the before-
tax supply is the amount of the tax.

* A tax increases the price a buyer pays by less than the tax. Similarly, the
price the seller obtains falls, but by less than the tax. The relative effect
on buyers and sellers is known as the incidence of the tax.

+ There are two main economic effects of a tax: a fall in the quantity
traded and a diversion of revenue to the government.

+ A tax causes consumer surplus and producer surplus (profit) to fall..
Some of those losses are captured in the tax, but there is a loss captured
by no party—the value of the units that would have been exchanged
were there no tax. These lost gains from trade are known as a
deadweight loss.

+ The deadweight loss is the buyer’s values minus the seller’s costs of
units that are not economic to trade only because of a tax (or other
interference in the market efficiency).

« The deadweight loss is important because it represents a loss to society
much the same as if resources were simply thrown away or lost.

+ Small taxes have an almost zero deadweight loss per dollar of revenue
raised, and the overhead of taxation, as a percentage of the taxes raised,
grows when the tax level is increased.
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EXERCISES

1. Suppose demand is given by qd(p) = 1 - p and supply gs(p) = p, with prices

5.1 Effects of Taxes

in dollars. If sellers pay a 10-cent tax, what is the after-tax supply?
Compute the before-tax equilibrium price and quantity, the after-tax
equilibrium quantity, and buyer’s price and seller’s price.

Suppose demand is given by qd(p) = 1 - p and supply gs(p) = p, with prices
in dollars. If buyers pay a 10-cent tax, what is the after-tax demand? Do
the same computations as the previous exercise, and show that the
outcomes are the same.

Suppose demand is given by qd(p) = 1 - p and supply gs(p) = p, with prices
in dollars. Suppose a tax of t cents is imposed, t <1. What is the
equilibrium quantity traded as a function of t? What is the revenue
raised by the government, and for what level of taxation is it highest?
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5.2 Incidence of Taxes

LEARNING OBJECTIVE

1. Who bears the largest burden of a tax-buyers or sellers?

How much does the quantity fall when a tax is imposed? How much does the buyer’s
price rise and the price to the seller fall? The elasticities of supply and demand can
be used to answer this question. To do so, we consider a percentage tax t and
employ the methodology introduced in Chapter 2 "Supply and Demand", assuming
constant elasticity of both demand and supply. Let the equilibrium price to the
seller be ps and the equilibrium price to the buyer be py. As before, we will denote

the demand function by q4(p) = ap® and supply function by gs(p) = bp".. These prices
are distinct because of the tax, and the tax determines the difference:

pb = (1 + Ops.

Equilibrium requires

ap;© = q,(py) = q,(p;) = bpl.

Thus,

a((1+0p,) ™ = ap7® = q,(pp) = q5(ps) = bp!.

This solves for

1/7’]+€
a —g
= (- 1+ 1) e,

and

e
9* = q,(p,) = bp} = b <%> (I 40) e =@l b1 4 1) e

Finally,
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5.2 Incidence of Taxes

a\ e ,
pd=(1+r>ps=<5> (1 + 1),

Recall the approximation (1 + #) ~ 1 + rt.

Thus, a small proportional tax increases the price to the buyer by approximately
et

nt . .
e and decreases the price to the seller by e .The quantity falls by

approximately ZTEr; .Thus, the price effect is mostly on the “relatively inelastic

party.” If demand is inelastic, € is small; then the price decrease to the seller will be
small and the price increase to the buyer will be close to the entire tax. Similarly, if
demand is very elastic, € is very large, and the price increase to the buyer will be
small and the price decrease to the seller will be close to the entire tax.

We can rewrite the quantity change as 22 = _L_ Thus, the effect of a tax on
etn 1,1

ey
quantity is small if either the demand or the supply is inelastic. To minimize the

distortion in quantity, it is useful to impose taxes on goods that either have
inelastic demand or inelastic supply.

For example, cigarettes are a product with very inelastic demand and moderately
elastic supply. Thus, a tax increase will generally increase the price by almost the
entire amount of the tax. In contrast, travel tends to have relatively elastic demand,
so taxes on travel—airport, hotel, and rental car taxes—tend not to increase the
final prices so much but have large quantity distortions.

KEY TAKEAWAYS

« A small proportional tax t increases the price to the buyer by

t et
approximately :Tﬂ and decreases the price to the seller by prenil The

t
quantity falls by approximately Z_i—” .

+ The price effect is mostly on the “relatively inelastic party.”

+ The effect of a tax on quantity is small if either the demand or the
supply is inelastic. To minimize the distortion in quantity, it is useful to
impose taxes on goods that either have inelastic demand or inelastic
supply.
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EXERCISE

1. For the case of constant elasticity (of both supply and demand), what tax
rate maximizes the government’s revenue? How does the revenue-
maximizing tax rate change when demand becomes more inelastic?
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5.3 Excess Burden of Taxation

3. The amount by which the cost
of taxation exceeds the taxes
raised.

4, At value.

LEARNING OBJECTIVE

1. How does a tax affect the gains from trade?

The presence of the deadweight loss implies that raising $1 in taxes costs society
more than $1. But how much more? This idea—that the cost of taxation exceeds the
taxes raised—is known as the excess burden of taxation®, or just the excess
burden. We can quantify the excess burden with a remarkably sharp formula.

To start, we will denote the marginal cost of the quantity q by c(q) and the marginal
value by v(q). The elasticities of demand and supply are given by the standard
formulae

R0
wfy @' (@)

E =

and

_ Yl @)
Cdefe 9l (@)

Consider an ad valorem* (at value) tax that will be denoted by t, meaning a tax on
the value, as opposed to a tax on the quantity. If sellers are charging c(q), the ad
valorem tax is tc(q), and the quantity ¢* will satisfy v(g*) = (1 + t)c(g*).

From this equation, we immediately deduce

dq * _ c(q*) _ c(q*) _ g
dt— v'(g*) - A+ _ Vi‘;—) —(1+71) "’,;Z:) (141 (%

Tax revenue is given by Tax = tc(q*)q*.

The effect on taxes collected, Tax, of an increase in the tax rate t is
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5.3 Excess Burden of Taxation

dTax dqg*
- = c(g®)g * +1 (c(g*) + q * ' (g%)) w7

= c(q*) q*—t<1+l
n.
— C(q*)q*) ((1+l‘)(8+7])—t<1+7/1)8>_ﬂ(8+7]—ﬂ](8_1

T (140 (etn T (140 (e+n)

Thus, tax revenue is maximized when the tax rate is tmax, given by

e+n € 1 1
Imax = = -+ —).
ne—1) e—1 \\ng €

The value —= is the monopoly markup rate, which we will meet when we discuss

monopoly. Here it is applied to the sum of the inverse elasticities.

The gains from trade (including the tax) is the difference between value and cost for
the traded units, and thus is

q*
GFT = / Wg) — c(q) dg.

0

Thus, the change in the gains from trade as taxes increase is given by

dg* *) — o(gF
dGFT aGFT/a; B (v(q*)—c(q*)) —Zt B (V(C] ) — (g™,
dTax ~ oTax/,  _c@9g* B N _cghg
/at (1+41)(e+n) (8 +n - (e 1)) (1+0)(e+n) <8 +
_ (1c(g™))en _ ent _ e ¢
c(q*) (e+n—m(e=1)) T etn-m(e=1) T =1 fmax—t "

The value tmax is the value of the tax rate t that maximizes the total tax taken. This

remarkable formula permits the quantification of the cost of taxation. The minus
sign indicates that it is a loss—the deadweight loss of monopoly, as taxes are raised,

and it is composed of two components. First, there is the term —— ,which arises

e—1
from the change in revenue as quantity is changed, thus measuring the
responsiveness of revenue to a quantity change. The second term provides for the
change in the size of the welfare loss triangle. The formula can readily be applied in
practice to assess the social cost of taxation, knowing only the tax rate and the

elasticities of supply and demand.
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The formula for the excess burden is a local formula—it calculates the increase in
the deadweight loss associated with raising an extra dollar of tax revenue. All
elasticities, including those in tmax, are evaluated locally around the quantity

associated with the current level of taxation. The calculated value of tiax is value

given the local elasticities; if elasticities are not constant, this value will not
necessarily be the actual value that maximizes the tax revenue. One can think of
tmax as the projected value. It is sometimes more useful to express the formula

directly in terms of elasticities rather than in terms of the projected value of tmax,

in order to avoid the potential confusion between the projected (at current
elasticities) and actual (at the elasticities relevant to tmax) value of tmax. This level

can be read directly from the derivation shown below:

dGFT ent

dTax __8+1’]—7’](8—1)t

KEY TAKEAWAYS

« The cost of taxation that exceeds the taxes raised is known as the excess
burden of taxation, or just the excess burden.
« Tax revenue is maximized when the tax rate is

= (L, 1
ma = 757 (L+1).
« The change in the gains from trade as taxes increase is given by

dGFT _ & t
dTa.x - 8—1 tmax_t :
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EXERCISES

1. Suppose both demand and supply are linear, gD= (a - b) p and ¢S = (c + d)
p. A quantity tax is a tax that has a constant value for every unit bought
or sold. Determine the new equilibrium supply price pS and demand
price pD when a quantity tax of amount t is applied.

2. An ad valorem tax is a proportional tax on value, like a sales tax. Repeat
the previous exercise for an ad valorem tax t.

3. Let supply be given by p = g and demand by p = 1 - q. Suppose that
a per-unit tax of 0.10 is applied.

a. What is the change in quantity traded?
b. Compute the tax revenue and deadweight loss.

5.3 Excess Burden of Taxation 119



Chapter 5 Government Interventions

5.4 Price Floors and Ceilings

5. The minimum price at which a
product or service is permitted
to sell.

6. The minimum amount that a
worker can be paid per hour.

7. The maximum price that can
be charged for a product or
service.

8. Laws that limit the legal
interest rate that can be
charged.

LEARNING OBJECTIVE

1. What happens when the government, not a market, sets the price?

A price floor’ is a minimum price at which a product or service is permitted to sell.
Many agricultural goods have price floors imposed by the government. For
example, tobacco sold in the United States has historically been subject to a quota
and a price floor set by the Secretary of Agriculture. Unions may impose price floors
as well. For example, the Screen Actors Guild (SAG) imposes minimum rates for
guild members, generally pushing up the price paid for actors above what would
prevail in an unconstrained market. (The wages of big-name stars aren’t generally
affected by SAG because these are individually negotiated.) The most important
example of a price floor is the minimum wage®, which imposes a minimum amount
that a worker can be paid per hour.

A price ceiling’ is a maximum price that can be charged for a product or service.
Rent control imposes a maximum price on apartments (usually set at the historical
price plus an adjustment for inflation) in many U.S. cities. Taxi fares in New York,
Washington, DC, and other cities are subject to maximum legal fares. During World
War 11, and again in the 1970s, the United States imposed price controls to limit
inflation, imposing a maximum price for the legal sale of many goods and services.
For a long time, most U.S. states limited the legal interest rate that could be charged
(these are called usury laws®), and this is the reason why so many credit card
companies are located in South Dakota. South Dakota was the first state to
eliminate such laws. In addition, ticket prices for concerts and sporting events are
often set below the equilibrium price. Laws prohibiting scalping then impose a price
ceiling. Laws preventing scalping are usually remarkably ineffective in practice, of
course.

The theory of price floors and ceilings is readily articulated with simple supply and
demand analysis. Consider a price floor—a minimum legal price. If the price floor is
low enough—below the equilibrium price—there are no effects because the same
forces that tend to induce a price equal to the equilibrium price continue to
operate. If the price floor is higher than the equilibrium price, there will be a
surplus because, at the price floor, more units are supplied than are demanded. This
surplus is illustrated in Figure 5.5 "A price floor".
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5.4 Price Floors and Ceilings

In Figure 5.5 "A price floor", the price floor is illustrated with a horizontal line and
is above the equilibrium price. Consequently, at the price floor, a larger quantity is
supplied than is demanded, leading to a surplus. There are units that are socially
efficient to trade but aren’t traded—because their value is less than the price floor.
The gains from trade associated with these units, which is lost due to the price
floor, represent the deadweight loss.

The price increase created by a price floor will increase the total amount paid by
buyers when the demand is inelastic, and otherwise will reduce the amount paid.
Thus, if the price floor is imposed in order to be of benefit to sellers, we would not
expect to see the price increased to the point where demand becomes elastic, for
otherwise the sellers receive less revenue. Thus, for example, if the minimum wage
is imposed in order to increase the average wages to low-skilled workers, then we
would expect to see the total income of low-skilled workers rise. If, on the other
hand, the motivation for the minimum wage is primarily to make low-skilled
workers a less effective substitute for union workers, and hence allow union
workers to increase their wage demands, then we might observe a minimum wage
that is in some sense “too high” to be of benefit to low-skilled workers.

Figure 5.5 A price floor
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5.4 Price Floors and Ceilings

The deadweight loss illustrated in Figure 5.6 "Dead
weight loss of a price floor" is the difference between Figure 5.6 Dead weight loss
the value of the units not traded—and value is given by of a price floor

the demand curve—and the cost of producing these
units. It is represented by the shaded, triangular-shaped
region.

Price
Floor

However, this is the minimum loss to society associated
with a price floor. Generally there will be other losses.
In particular, the loss given above assumes that
suppliers who don’t sell, don’t produce. As a practical
matter, some suppliers who won’t sell in the end may
still produce because they hope to sell. In this case,
additional costs are incurred and the deadweight loss will be larger to reflect these
costs.

Example: Suppose both supply and demand are linear, with the quantity supplied
equal to the price and the quantity demanded equal to one minus the price. In this
case, the equilibrium price and the equilibrium quantity are both %. A price floor of
p > % induces a quantity demanded of 1 - p. How many units will suppliers offer, if a
supplier’s chance of trading is random? Suppose g = 1 - p units are offered. A

supplier’s chance of selling is 1%;: .Thus, the marginal supplier (who has a marginal

cost of g by assumption) has a probability l%p of earning p, and a certainty of

paying q. Exactly g units will be supplied when this is a break-even proposition for

. . . 1=
the marginal supplier—that is, Tp p—q=Qorqg=+/p(l —p).

The deadweight loss then includes not just the triangle illustrated in the previous

figure, but also the cost of the 1/p(1 — p) — (1 — p)unsold units.

The SAG, a union of actors, has some ability to impose minimum prices (a price
floor) for work on regular Hollywood movies. If the SAG would like to maximize the
total earnings of actors, what price should they set in the linear demand and supply
example?

The effects of a price floor include lost gains from trade because too few units are
traded (inefficient exchange), units produced that are never consumed (wasted
production), and more costly units produced than necessary (inefficient
production).
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5.4 Price Floors and Ceilings

A price ceiling is a maximum price. Analogous to a low price floor, a price ceiling
that is larger than the equilibrium price has no effect. Tell me that I can’t charge
more than a billion dollars for this book (which is being given away for free), and it
won't affect the price charged or the quantity traded. Thus, the important case of a
price ceiling is one that is less than the equilibrium price.

In this case, which should now look familiar, the price is forced below the
equilibrium price and too few units are supplied, while a larger number are
demanded, leading to a shortage. The deadweight loss is illustrated in Figure 5.7 "A
price ceiling", and again represents the loss associated with units that are valued at
more than they cost but aren’t produced.

Analogous to the case of a price floor, there can be
additional losses associated with a price ceiling. In
particular, some lower-value buyers may succeed in
purchasing, denying the higher-value buyers the ability
to purchase. This effect results in buyers with high
values failing to consume, and hence their value is lost.

Figure 5.7 A price ceiling

P

Price

Ceiling d
In addition to the misallocation of resources (too few / :
units and units not allocated to those who value them i
the most), price ceilings tend to encourage illegal trade
as people attempt to exploit the prohibited gains from
trade. For example, it became common practice in New
York to attempt to bribe landlords to offer rent-controlled apartments, and such
bribes could exceed $50,000. In addition, potential tenants expended a great deal of
time searching for apartments, and a common strategy was to read the obituaries
late at night when the New York Times had just come out, hoping to find an
apartment that would be vacant and available for rent.

[Shortage]!
i
;
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q° §
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An important and undesirable by-product of price ceilings is discrimination. In a
free or unconstrained market, discrimination against a particular group, based on
race, religion, or other factors, requires transacting not based on price but on
another factor. Thus, in a free market, discrimination is costly—discrimination
entails, for instance, not renting an apartment to the highest bidder but to the
highest bidder of the favored group. In contrast, with a price ceiling, there is a
shortage; and sellers can discriminate at lower cost, or even at no cost. That is, if
there are twice as many people seeking apartments as there are apartments
available at the price ceiling, landlords can “pick and choose” among prospective
tenants and still get the maximum legal rent. Thus, a price ceiling has the
undesirable by-product of reducing the cost of discrimination.
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KEY TAKEAWAYS

« A price floor is a minimum price at which a product or service is
permitted to sell. Many agricultural goods have price floors imposed by
the government. The most important example of a price floor is the
minimum wage.

* A price ceiling is a maximum price that can be charged for a product or
service. Rent control imposes a maximum price on apartments in many
U.S. cities. A price ceiling that is larger than the equilibrium price has no
effect.

« If a price floor is low enough—below the equilibrium price—there are no
effects. If the price floor is higher than the equilibrium price, there will
be a surplus.

* The deadweight loss of a price floor is the difference between the value
of the units not traded—and value is given by the demand curve—and
the cost of producing these units. This is the minimum loss to society
associated with a price floor.

« The effects of a price floor include lost gains from trade because too few
units are traded (inefficient exchange), units produced that are never
consumed (wasted production), and more costly units produced than
necessary (inefficient production).

+ When a price ceiling is below the equilibrium price, the price is forced
below the equilibrium price and a shortage results.

¢ In addition to underproduction, a price ceiling may also lead to
inefficient allocation. Price ceilings tend to encourage illegal trade and
discrimination.
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EXERCISES

1. In Example, show that the quantity produced is less than the
equilibrium quantity, which is %. Compute the gains from trade, given
the overproduction of suppliers. What is the deadweight loss of the price
floor?

2. Suppose that units aren’t produced until after a buyer has agreed to
purchase, as typically occurs with services. What is the deadweight loss
in this case? (Hint: What potential sellers will offer their services? What
is the average cost of supply of this set of potential sellers?)

3. Adapt the price floor example above to the case of a price ceiling, with p
<%, and compute the lost gains from trade if buyers willing to purchase
are all able to purchase with probability qS/qD. (Hint: Compute the value
of gD units; the value realized by buyers collectively will be that amount
times the probability of trade.)
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5.5 The Politics of Price Controls

LEARNING OBJECTIVE

1. Why does the government meddle in markets?

Both demand and supply tend to be more elastic in the long run. This means that
the quantity effects of price floors and ceilings tend to be larger over time. An
extreme example of this is rent control, a maximum price imposed on apartments.

Rent control is usually imposed in the following way: As a prohibition or limitation
on price increases. For example, New York City’s rent control, imposed during
World War 11, prevented landlords from increasing rent, even when their own costs
increased, such as when property taxes increased. This law was softened in 1969 to
be gradually replaced by a rent-stabilization law that permitted modest rent
increases for existing tenants.

Thus, the nature of rent control is that it begins with, at

most, minor effects because it doesn’t bind until the Figure 58 Rent control,
equilibrium rent increases. Moreover, the short-run initial effect
supply of apartments tends to be extremely inelastic, ,

because one doesn’t tear down an apartment or convert SR
it to a condominium (there were limitations on this) or
abandon it without a pretty significant change in price.
Demand also tends to be relatively inelastic because one = “™
has to live somewhere, and the alternatives to renting

in the city are to live a long distance away or to buy g
(which is relatively expensive), neither of which are

very good substitutes for many consumers. Long-run

demand and short-run demand are not very different

and are treated as being identical. Finally, the long-run supply is much more elastic
than the short-run supply because, in the long run, a price increase permits the
creation of apartments from warehouses (lofts), rooms rented in houses, and so on.
Thus, the apartment market in New York City is characterized by inelastic short-
run supply, much more elastic long-run supply, and inelastic demand. This is
illustrated in Figure 5.8 "Rent control, initial effect".

LRS,

We start with a rent-control law that has little or no immediate effect because it is
set at current rents. Thus, in the near term, tenants’ fears of price increases are
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eased and there is little change in the apartment rental market. This is not to say
that there is zero effect—some companies considering construction of an apartment
building on the basis of an expectation of higher future rents may be deterred, and
a few marginal apartments may be converted to other uses because the upside
potential for the owner has been removed, but such effects are modest at best.

Over time, however, the demand for apartments grows

as the city population and incomes grow. Moreover, as Figure 5.9 Rent control,
the costs of operating an apartment rise due to property  long run effect

tax increases, wage increases, and cost of maintenance ,

increases, the supply is reduced. This has little effect on w85
the short-run supply but a significant effect on the long- ’ ' !
run supply. The supply reduction and demand increases g;v? ‘
cause a shortage but results in few apartments being ool
lost because the short-run supply is very inelastic. Over

time, however, apartments are withdrawn from the |
market and the actual quantity falls, even as the e
demand rises, and the shortage gets worse and worse.

These changes are illustrated in Figure 5.9 "Rent

control, long-run effect". Dashed gray lines illustrate

the old values of demand, short-run supply, and long-run supply. The new values,
reflecting an increase in demand, a fall in long-run supply, and a reduction in the
number of available apartments (where the rent control covers the long-run cost)
are shown in dark black lines.

D, later

The shortage is created by two separate factors—demand is increasing as incomes
and population rise, and supply is decreasing as costs rise. This reduces the quantity
of available housing units supplied and increases the demand for those units.

How serious is the threat that units will be withdrawn from the market? In New
York City, over 200,000 apartment units were abandoned by their owners, usually
because the legal rent didn’t cover the property taxes and legally mandated
maintenance. In some cases, tenants continued to inhabit the buildings even after
the electricity and water were shut off. It is fair to say that rent control devastated
large areas of New York City, such as the Bronx. So why would New York City, and
so many other communities, impose rent control on itself?

The politics of rent control are straightforward. First, rent control involves a money
transfer from landlords to tenants, because tenants pay less than they would absent
the law, and landlords obtain less revenue. In the short run, due to the inelastic
short-run supply, the effect on the quantity of apartments is small, so rent control
is primarily just a transfer from landlords to tenants.
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9. Situation where a majority of
the people have an incentive to
confiscate the wealth of a
minority.

10. Situation where a small
number of people with strong
incentives are able to
expropriate a small amount
per person from a large
number of people.

5.5 The Politics of Price Controls

In a city like New York, the majority of people rent. A tiny fraction of New Yorkers
are landlords. Thus, it is easy to attract voters to support candidates who favor rent
control—most renters will benefit, while landlords don’t. The numbers, of course,
don’t tell the whole story because, while landlords are small in number, they are
wealthier on average, and thus likely have political influence beyond the number of
votes they cast. However, even with their larger economic influence, the political
balance favors renters. In the 100ab zip codes of Manhattan (the first three digits
are 100), 80% of families were renters in the year 2000. Thus, a candidate who runs
on a rent-control platform appeals to a large portion of the voters.

Part of the attraction of rent control is that there is little economic harm in the
short run, and most of that harm falls on new residents of New York City. As new
residents generally haven't yet voted in New York, potential harm to them has only
a small effect on most existing New Yorkers, and thus isn’t a major impediment to
getting voter support for rent control. The slow rate of harm to the city is
important politically because the election cycle encourages a short time horizon—if
successful at lower office, a politician hopes to move on to higher office and is
unlikely to be blamed for the long-run damage to New York City by rent control.

Rent control is an example of a political situation sometimes called the tyranny of
the majority’, where a majority of the people have an incentive to confiscate the
wealth of a minority. But there is another kind of political situation that is in some
sense the reverse, where a small number of people care a great deal about
something, and the majority are only slightly harmed on an individual basis. No
political situation appears more extreme in this regard than that of refined sugar.
There are few U.S. cane sugar producers (nine in 1997), yet the U.S. imposes quotas
that raise domestic prices much higher than world prices, in some years tripling the
price that Americans pay for refined sugar. The domestic sugar producers benefit,
while consumers are harmed. But consumers are harmed by only a small amount
each—perhaps 12 to 15 cents per pound—which is not enough to build a consensus
to defeat politicians who accept donations from sugar producers. This is a case
where concentrated benefits and diffused costs'® determine the political
outcome. A small number of people with strong incentives are able to expropriate a
small amount per person from a large number of people. Because there aren’t many
sugar producers, it is straightforward for them to act as a single force. In contrast, it
is pretty hard for consumers to become passionate about 12 cents per pound
increase in the domestic sugar price when they consume about 60 pounds per year
of sugar.

128



Chapter 5 Government Interventions

KEY TAKEAWAYS

+ Both demand and supply tend to be more elastic in the long run.

« Rent control is usually imposed as a prohibition or limitation on price
increases. The nature of rent control is that it begins with, at most,
minor effects because it doesn’t bind until the equilibrium rent
increases. Thus, the cost of rent control tends to be in the future, and ill
effects worsen over time.

« A candidate who runs on a rent-control platform appeals to a large
portion of the voters as there are more renters than landlords.

+ Rent control is an example of a political situation sometimes called the
tyranny of the majority, where a majority of people have an incentive to
confiscate the wealth of a minority.

+ Concentrated benefits and diffused costs are the opposite of tyranny of
the majority.
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5.6 Price Supports

LEARNING OBJECTIVE

1. How is a price support different from a price floor?

A price support'' is a combination of two programs—a minimum price, or price
floor, and government purchase of any surplus. Thus, a price support is different
from a price floor because, with a price floor, any excess production by sellers is a
burden on the sellers. In contrast, with a price support, any excess production is a
burden on the government.

The U.S. Department of Agriculture operates a price support for cheese and has
possessed warehouses full of cheese in the past. There are also price supports for
milk and other agricultural products.

Figure 5.10 "Price supports" illustrates the effect of a

support program. The government posts a minimum
price it is willing to pay for a product, called the
support price'?, and purchases any excess production
offered on the market. The government purchases, \ S / ’

Figure 5.10 Price supports

P

Purchase
)
b 1

Support

which are the difference between the quantity supplied 3
and quantity demanded, are illustrated in the figure.

The cost of the program to the government is the

support price times the quantity purchased, which is ‘
the area of the rectangle directly underneath the words — a
“Gov’t Purchases.”

There are two kinds of deadweight loss in a price-support program. First,
consumers who would like to buy at the equilibrium price are deterred by the
higher prices, resulting in the usual deadweight loss, illustrated by the lighter
shading. In addition, however, there are goods produced that are then either
destroyed or put in warehouses and not consumed, which means the costs of
: ' production of those goods is also lost, resulting in a second deadweight loss. That
price, or price floor, and loss is th f oroducti hich is oi by th I dis th
government purchase of any oss is the cost of production, which is given by the supply curve, and is the area
surplus. under the supply curve for the government purchases. It is shaded in a horizontal
o ) fashion. The total deadweight loss of the price support is the sum of these two
12. The minimum price the individual 1 like th ¢ ice fl i .
government is willing to pay individual losses. Unlike the case of a price floor or ceiling, a price support creates
for a product. no ambiguity about what units are produced, or which consumers are willing and

11. The combination of a minimum
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able to buy. Thus, the rationing aspect of a price floor or ceiling is not present for a
price support, nor is the incentive to create a black market other than one created
by selling the warehouse full of product.

KEY TAKEAWAYS

* A price support is a combination of two programs: a price floor and
government purchase of surplus. Excess production is a burden on the
government.

+ A price support above the equilibrium price leads to a surplus.

+ The deadweight loss of price supports involves the usual deadweight
loss plus the entire cost of unconsumed goods.
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5.7 Quantity Restrictions and Quotas

13. A maximal production
quantity, usually set based on
historical production.

LEARNING OBJECTIVE

1. What is a quota?

The final common way that governments intervene in market transactions is to
impose a quota. A quota'’ is a maximal production quantity, usually set based on
historical production. In tobacco, peanuts, hops, California oranges, and other
products, producers have production quotas based on their historical production.
Tobacco quotas were established in the 1930s, and today a tobacco farmer’s quota is
a percentage of the 1930s level of production. The Secretary of Agriculture sets the
percentage annually. Agricultural products are not the only products with quotas.
The right to drive a taxi in New York requires a medallion issued by the city, and
there are a limited number of medallions. This is a quota. Is it a restrictive quota?
The current price of a New York taxi medallion—the right to drive a taxi legally in
New York City—is $413,000 (as of 2008). This adds approximately $30,000 to $40,000
annually to the cost of operating a taxi in New York, using a risk-adjusted interest
rate.

What are the effects of a quota? A quota restricts the quantity below what would
otherwise prevail, forcing the price up, which is illustrated in Figure 5.11 "A quota".
It works like a combination of a price floor and a prohibition on entry.

Generally, the immediate effects of a quota involve a transfer of money from buyers
to sellers. The inefficient production and surplus of the price floor are avoided
because a production limitation created the price increase. This transfer has an
undesirable and somewhat insidious attribute. Because the right to produce is a
capital good, it maintains a value, which must be captured by the producer. For
example, an individual who buys a taxi medallion today, and pays $400,000, makes
no economic profits—he captures the forgone interest on the medallion through
higher prices but no more than that. The individuals who receive the windfall gain
are those who were driving taxis and were grandfathered in to the system and
issued free medallions. Those people who were driving taxis 70 years ago—and are
mostly dead at this point—received a windfall gain from the establishment of the
system. Future generations pay for the program, which provides no net benefits to
the current generation. All the benefits were captured by people long since retired.
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Does this mean that it is harmless to eliminate the
medallion requirement? Unfortunately, not. The
current medallion owners who, if they bought recently,
paid a lot of money for their medallions would see the
value of these investments destroyed. Thus, elimination \ s
of the program would harm current medallion owners.

Figure 5.11 A quota

P

Dead
Weight —»
If the right to produce is freely tradable, the producers o
will remain the efficient producers, and the taxi /
medallions are an example of this. Taxi medallions can

be bought and sold. Moreover, a medallion confers the Quota

right to operate a taxi, but doesn’t require that the

owner of the medallion actually drive the taxi. Thus, a

“medallion owning company” can lease the right to

drive a taxi to an efficient driver, thereby eliminating any inefficiency associated

with the person who drives the taxi.

In contrast, because tobacco-farming rights aren’t legally tradable across county
lines, tobacco is very inefficiently grown. The average size of a burley tobacco farm
is less than 5 acres, so some are much smaller. There are tobacco farms in Florida
and Missouri, which only exist because of the value of the quota—if they could trade
their quota to a farm in North Carolina or Kentucky, which are much better suited
to producing cigarette tobacco, it would pay to do so. In this case, the quota, which
locked in production rights, also locked in production that gets progressively more
inefficient as the years pass.

Quotas based on historical production have the problem that they don’t evolve in
ways that production methods and technology do, thus tending to become
progressively more inefficient. Tradable quotas eliminate this particular problem
but continue to have the problem that future generations are harmed with no
benefits.
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KEY TAKEAWAYS

* A quota is a maximum production quantity, usually set based on

historical production.

A quota restricts the quantity below what would otherwise prevail,
forcing the price up.

A quota transfers wealth from buyers to sellers. No surplus arises
because of the production limitation. Future generations pay for the
program, which provides future sellers no benefits.

Quotas based on historical production have the problem that they don’t
evolve in ways that production methods and technology do, thus
tending to become progressively more inefficient. Tradable quotas
eliminate this particular problem, but continue to have the problem that
future generations are harmed with no benefits.

EXERCISE

1. Suppose demand for a product is g4 = 1 - p, and the marginal cost of

5.7 Quantity Restrictions and Quotas

production is c. A quota at level Q = 1 - ¢ is imposed. What is the value of
the quota, per unit of production? Use this to derive the demand for the
quota as a function of the level of quota released to the market. If the
government wishes to sell the quota, how much should it sell to
maximize the revenue on the product?
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Supply and demand offers one approach to understanding trade, and it represents
the most important and powerful concept in the toolbox of economists. However,
for some issues, especially those of international trade, another related tool is very
useful: the production possibilities frontier. Analysis using the production
possibilities frontier was made famous by the “guns and butter” discussions of
World War II. From an economic perspective, there is a trade-off between guns and
butter—if a society wants more guns, it must give up something, and one thing to
give up is butter. While the notion of getting more guns might lead to less butter
often seems mysterious, butter is, after all, made with cows, and indirectly with
land and hay. But the manufacture of butter also involves steel containers, tractors
to turn the soil, transportation equipment, and labor, all of which either can be
directly used (steel, labor) or require inputs that could be used (tractors,
transportation) to manufacture guns. From a production standpoint, more guns
entail less butter (or other things).
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6.1 Production Possibilities Frontier

1. The collection of feasible
outputs of an individual, group
or society, or country.

2. The boundary of the
production possibilities set.

LEARNING OBJECTIVE

1. What can we produce, and how does that relate to cost?

Formally, the set of production possibilities’ is the collection of “feasible outputs”
of an individual, group or society, or country. You could spend your time cleaning
your apartment, or you could study. The more time you devote to studying, the
higher your grades will be, but the dirtier your apartment will be. This is
illustrated, for a hypothetical student, in Figure 6.1 "The production possibilities
frontier".

The production possibilities set embodies the feasible alternatives. If you spend all
your time studying, you could obtain a 4.0 (perfect) grade point average (GPA).
Spending an hour cleaning reduces the GPA, but not by much; the second hour
reduces it by a bit more, and so on.

The boundary of the production possibilities set is known as the production
possibilities frontier”. This is the most important part of the production
possibilities set because, at any point strictly inside the production possibilities set,
it is possible to have more of everything, and usually we would choose to have
more.To be clear, we are considering an example with two goods: cleanliness and
GPA. Generally there are lots of activities, like sleeping, eating, teeth brushing, and
so on; the production possibilities frontier encompasses all of these goods. Spending
all your time sleeping, studying, and cleaning would still represent a point on a
three-dimensional frontier. The slope of the production possibilities frontier
reflects opportunity cost because it describes what must be given up in order to
acquire more of a good. Thus, to get a cleaner apartment, more time or capital, or
both, must be spent on cleaning, which reduces the amount of other goods and
services that can be had. For the two-good case in Figure 6.1 "The production
possibilities frontier", diverting time to cleaning reduces studying, which lowers
the GPA. The slope dictates how much lost GPA there is for each unit of cleaning.
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3. The principle that spending
more on something reduces
the per-unit value produced.

One important feature of production possibilities

frontiers is illustrated in Figure 6.1 "The production Figure 6.1 The production
possibilities frontier": They are concave toward the possibilities frontier
origin. While this feature need not be universally true, it ___

is a common feature, and there is a reason for it that we
can see in the application. If you are only going to spend
an hour studying, you spend that hour doing the most
important studying that can be done in an hour, and >
thus get a substantial improvement in grades for the
hour’s work. The second hour of studying produces less
value than the first, and the third hour less than the Cleanliness
second. Thus, spending more on something reduces the

per-unit value produced. This is the principle of

Diminishing marginal returns’. Diminishing marginal

returns are like picking apples. If you are only going to pick apples for a few
minutes, you don’t need a ladder because the fruit is low on the tree; the more time
spent, the fewer apples per hour you will pick.

Consider two people, Ann and Bob, getting ready for a party. One is cutting up
vegetables; the other is making hors d’oeuvres. Ann can cut up 2 ounces of
vegetables per minute, or make one hors d’oeuvre in a minute. Bob, somewhat inept
with a knife, can cut up 1 ounce of vegetables per minute, or make 2 hors d’oeuvres
per minute. Ann and Bob’s production possibilities frontiers are illustrated in
Figure 6.2 "Two production possibilities frontiers", given that they have an hour to
work.

Since Ann can produce 2 ounces of chopped vegetables in a minute, if she spends
her entire hour on vegetables, she can produce 120 ounces. Similarly, if she devotes
all her time to hors d’oeuvres, she produces 60 of them. The constant translation
between the two means that her production possibilities frontier is a straight line,
which is illustrated on the left side of Figure 6.2 "Two production possibilities
frontiers". Bob’s is the reverse—he produces 60 ounces of vegetables or 120 hors
d’oeuvres, or something on the line in between.
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Figure 6.2 Two production possibilities frontiers

Ounces of Ounces of
VEGETABLES VEGETABLES
120 120
Ann's Bob's
Production Production
Possibilities Possibilities
Frontier Frontier
60 60
HORS HORS
60 120 D'oeuvres 60 120 D'oeuvres

For Ann, the opportunity cost of an ounce of vegetables is half of one hors
d’oeuvre—to get one extra ounce of vegetables, she must spend 30 extra seconds on
vegetables. Similarly, the cost of one hors d’oeuvre for Ann is 2 ounces of
vegetables. Bob’s costs are the inverse of Ann’s—an ounce of vegetables costs him
two hors d’oeuvres.

What can Bob and Ann accomplish together? The
important insight is that they should use the low-cost
person in the manufacture of each good, when possible.

This means that if fewer than 120 ounces of vegetables Sfuf‘s‘g{“
will be made, Ann makes them all. Similarly, if fewer

than 120 hors d’oeuvres are made, Bob makes them all.
This gives a joint production possibilities frontier as
illustrated in Figure 6.3 "Joint PPF". Together, they can

make 180 of one and none of the other. If Bob makes A
only hors d’oeuvres, and Ann makes only chopped

vegetables, they will have 120 of each. With fewer than

120 ounces of vegetables, the opportunity cost of

vegetables is Ann’s, and is thus half an hors d’oeuvre; but if more than 120 are
needed, then the opportunity cost jumps to two.

Figure 6.3 Joint PPF

Joint
Production
Possibilities
Frontier

60

Now change the hypothetical slightly. Suppose that Bob and Ann are putting on
separate dinner parties, each of which will feature chopped vegetables and hors
d’oeuvres in equal portions. By herself, Ann can only produce 40 ounces of
vegetables and 40 hors d’oeuvres if she must produce equal portions. She
accomplishes this by spending 20 minutes on vegetables and 40 minutes on hors
d’oeuvres. Similarly, Bob can produce 40 of each, but by using the reverse allocation
of time.
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By working together, they can collectively have more of both goods. Ann specializes
in producing vegetables, and Bob specializes in producing hors d’oeuvres. This
yields 120 units of each, which they can split equally to have 60 of each. By
specializing in the activity in which they have lower cost, Bob and Ann can jointly
produce more of each good.

Moreover, Bob and Ann can accomplish this by trading. At a “one for one” price,
Bob can produce 120 hors d’oeuvres, and trade 60 of them for 60 ounces of
vegetables. This is better than producing the vegetables himself, which netted him
only 40 of each. Similarly, Ann produces 120 ounces of vegetables and trades 60 of
them for 60 hors d’oeuvres. This trading makes them both better off.

The gains from specialization are potentially enormous. The grandfather of
economics, Adam Smith, wrote about specialization in the manufacture of pins:

One man draws out the wire; another straights it; a third cuts it; a fourth points it; a
fifth grinds it at the top for receiving the head; to make the head requires two or
three distinct operations; to put it on is a peculiar business; to whiten the pins is
another; it is even a trade by itself to put them into the paper; and the important
business of making a pin is, in this manner, divided into about eighteen distinct
operations, which, in some manufactories, are all performed by distinct hands,
though in others the same man will sometimes perform two or three of them.Adam
Smith, An Inquiry into the Nature and Causes of the Wealth of Nations, originally
published in 1776, released by the Gutenberg project, 2002.

Smith goes on to say that skilled individuals could produce at most 20 pins per day
acting alone; but that, with specialization, 10 people could produce 48,000 pins per
day, 240 times as many pins per capita.

KEY TAKEAWAYS

« The production possibilities set is the collection of “feasible outputs” of
an individual or group.

+ The boundary of the production possibilities set is known as the
production possibilities frontier.

« The principle of diminishing marginal returns implies that the
production possibilities frontier is concave toward the origin, which is
equivalent to increasing opportunity cost.

« Efficiencies created by specialization create the potential for gains from
trade.

6.1 Production Possibilities Frontier 139



Chapter 6 Trade

6.1 Production Possibilities Frontier

EXERCISES

1. The Manning Company has two factories, one that makes roof trusses

and one that makes cabinets. With m workers, the roof factory produces

\/ MM trusses per day. With n workers, the cabinet plant produces

54/n. The Manning Company has 400 workers to use in the two
factories. Graph the production possibilities frontier. (Hint: Let T be the
number of trusses produced. How many workers are used to make
trusses?)

. Alarm & Tint, Inc., has 10 workers working a total of 400 hours per week.

Tinting takes 2 hours per car. Alarm installation is complicated,
however, and performing A alarm installations requires A% hours of
labor. Graph Alarm & Tint’s production possibilities frontier for a week.

3. Consider two consumers and two goods, x and y. Consumer 1 has
utility ui(x1, y1) = x1 + y1 and consumer 2 has utility ua(xz, y2) =
min {xz, y2}. Consumer 1 has an endowment of (1, 1/2) and
consumer 2’s endowment is (0, 1/2).

a. Draw the Edgeworth box for this economy.

b. Find the contract curve and the individually rational part of
it. (You should describe these in writing and highlight them
in the Edgeworth box.)

c. Find the prices that support an equilibrium of the system
and the final allocation of goods under those prices.

For Questions 4 to 7, consider an orange juice factory that uses,
as inputs, oranges and workers. If the factory uses x pounds of
oranges and y workers per hour, it produces gallons of orange

juice; T = 20x°'25y0'5.

Suppose oranges cost $1 and workers cost $10. What relative proportion
of oranges and workers should the factory use?

Suppose a gallon of orange juice sells for $1. How many units should be
sold, and what is the input mix to be used? What is the profit?

. Generalize the previous exercise for a price of p dollars per gallon of

orange juice.

. What is the supply elasticity?
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6.2 Comparative and Absolute Advantage

4, Condition that exists when one
good has a lower opportunity
cost over another.

5. Condition that exists when one
good has a higher opportunity
cost over another.

6. Condition that exists when one
production possibilities
frontier can produce more of
all goods than another.

LEARNING OBJECTIVES

1. Who can produce more?
2. How does that relate to cost?
3. Can a nation be cheaper on all things?

Ann produces chopped vegetables because her opportunity cost of producing
vegetables, at half of one hors d’oeuvre, is lower than Bob’s. When one good has a
lower opportunity cost over another, it is said to have a comparative advantage®.
That is, Ann gives up less to produce chopped vegetables than Bob, so in
comparison to hors d’oeuvres, she has an advantage in the production of
vegetables. Since the cost of one good is the amount of another good forgone, a
comparative advantage in one good implies a comparative disadvantage’—a
higher opportunity cost—in another. If you are better at producing butter, you are
necessarily worse at something else—and, in particular, the thing you give up less of
to get more butter.

To illustrate this point, let’s consider another party planner. Charlie can produce
one hors d’oeuvre or 1 ounce of chopped vegetables per minute. His production is
strictly less than Ann’s; that is, his production possibilities frontier lies inside of
Ann’s. However, he has a comparative advantage over Ann in the production of
hors d’oeuvres because he gives up only 1 ounce of vegetables to produce an hors
d’oeuvre, while Ann must give up 2 ounces of vegetables. Thus, Ann and Charlie can
still benefit from trade if Bob isn’t around.

When one production possibilities frontier lies outside another, the larger is said to
have an absolute advantage®—it can produce more of all goods than the smaller. In
this case, Ann has an absolute advantage over Charlie—she can, by herself, have
more—but not over Bob. Bob has an absolute advantage over Charlie, too; but again,
not over Ann.

Diminishing marginal returns implies that the more of a good that a person
produces, the higher the cost is (in terms of the good given up). That is to say,
diminishing marginal returns means that supply curves slope upward; the marginal
cost of producing more is increasing in the amount produced.
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Trade permits specialization in activities in which one has a comparative
advantage. Moreover, whenever opportunity costs differ, potential gains from trade
exist. If Person 1 has an opportunity cost of ¢; of producing good x (in terms of y,

that is, for each unit of x that Person 1 produces, Person 1 gives up c; units of y),
and Person 2 has an opportunity cost of ¢z, then there are gains from trade
whenever c; is not equal to ¢ and neither party has specialized.If a party

specialized in one product, it is a useful convention to say that the marginal cost of
that product is now infinite, since no more can be produced. Suppose c; < c2. Then

by having Person 1 increase the production of x by A, c1A less of the good y is

produced. Let Person 2 reduce the production of x by A so that the production of x
is the same. Then there is c;A units of y made available, for a net increase of (cz -

c1)A. The net changes are summarized in Table 6.1 "Construction of the gains from
trade".

Table 6.1 Construction of the gains from trade

1 2 | Net Change

Changeinx |+A |[-A |0

Changeiny | -c1A [ c2A | (c2 - c1)A

Whenever opportunity costs differ, there are gains from reallocating production
from one producer to another, gains which are created by having the low-cost
producers produce more, in exchange for greater production of the other good by
the other producer, who is the low-cost producer of this other good. An important
aspect of this reallocation is that it permits production of more of all goods. This
means that there is little ambiguity about whether it is a good thing to reallocate
production—it just means that we have more of everything we want.If you are
worried that more production means more pollution or other bad things, rest
assured. Pollution is bad, so we enter the negative of pollution (or environmental
cleanliness) as one of the goods we would like to have on hand. The reallocation
dictated by differences in marginal costs produces more of all goods. Now with this
said, we have no reason to believe that the reallocation will benefit everyone—there
may be winners and losers.

How can we guide the reallocation of production to produce more goods and
services? It turns out that, under some circumstances, the price system does a
superb job of creating efficient production. The price system posits a price for each
good or service, and anyone can sell at the common price. The insight is that such a
price induces efficient production. To see this, suppose we have a price p, which is
the number of units of y that one has to give to get a unit of x. (Usually prices are in
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currency, but we can think of them as denominated in goods, too.) If I have a cost ¢
of producing x, which is the number of units of y that I lose to obtain a unit of x, I
will find it worthwhile to sell x if p > ¢, because the sale of a unit of x nets me p - ¢
units of y, which I can either consume or resell for something else I want. Similarly,
if ¢ > p, 1 would rather buy x (producing y to pay for it). Either way, only producers
with costs less than p will produce x, and those with costs greater than p will
purchase x, paying for it with y, which they can produce more cheaply than its
price. (The price of y is 1/p—that is, the amount of x one must give to get a unit of

y)

Thus, a price system, with appropriate prices, will guide the allocation of
production to ensure the low-cost producers are the ones who produce, in the sense
that there is no way of reallocating production to obtain more goods and services.

KEY TAKEAWAYS

+ A lower opportunity cost creates a comparative advantage in
production.

A comparative advantage in one good implies a comparative
disadvantage in another.

« It is not possible to have a comparative disadvantage in all goods.

¢ An absolute advantage means the ability to produce more of all goods.

« Diminishing marginal returns implies that the more of a good that a
person produces, the higher is the cost (in terms of the good given up).
That is to say, diminishing marginal returns means that supply curves
slope upward; the marginal cost of producing more is increasing in the
amount produced.

« Trade permits specialization in activities in which one has a
comparative advantage.

« Whenever opportunity costs differ, potential gains from trade exist.

« Trade permits production of more of all goods.

* A price system, with appropriate prices, will guide the allocation of
production to ensure the low-cost producers are the ones who produce,
in the sense that there is no way of reallocating production to obtain
more goods and services.
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EXERCISES

1. Graph the joint production possibilities frontier for Ann and Charlie,
and show that collectively they can produce 80 of each if they need the
same number of each product. (Hint: First show that Ann will produce
some of both goods by showing that, if Ann specializes, there are too
many ounces of vegetables. Then show that, if Ann devotes x minutes to
hors d’oeuvres, 60 + x = 2(60 - x).)

2. Using Manning’s production possibilities frontier in Exercise 1 in
Section 6.1 "Production Possibilities Frontier", compute the marginal
cost of trusses in terms of cabinets.

3. Using Alarm & Tint’s production possibilities frontier in Exercise 2 in
Section 6.1 "Production Possibilities Frontier", compute the marginal
cost of alarms in terms of window tints.
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6.3 Factors of Production

7. Inputs to the production
process.

8. Factors that are not readily
moved and thus give particular
regions a comparative
advantage in the production of
some kinds of goods and not in
others.

LEARNING OBJECTIVE

1. How does the abundance or rarity of inputs to production affect the
advantage of nations?

Production possibilities frontiers provide the basis for a rudimentary theory of
international trade. To understand the theory, it is first necessary to consider that
there are fixed and mobile factors. Factors of production’ is jargon for inputs to
the production process. Labor is generally considered a fixed factor because most
countries don’t have borders that are wide open to immigration, although of course
some labor moves across international borders. Temperature, weather, and land are
also fixed—Canada is a high-cost citrus grower because of its weather. There are
other endowments that could be exported but are expensive to export because of
transportation costs, including water and coal. Hydropower—electricity generated
from the movement of water—is cheap and abundant in the Pacific Northwest; and,
as a result, a lot of aluminum is smelted there because aluminum smelting requires
lots of electricity. Electricity can be transported, but only with losses (higher costs),
which gives other regions a disadvantage in the smelting of aluminum. Capital is
generally considered a mobile factor because plants can be built anywhere,
although investment is easier in some environments than in others. For example,
reliable electricity and other inputs are necessary for most factories. Moreover,
comparative advantage may arise from the presence of a functioning legal system,
the enforcement of contracts, and the absence of bribery. This is because
enforcement of contracts increase the return on investment by increasing the
probability that the economic return to investment isn’t taken by others.

Fixed factors of production® are factors that are not readily moved and thus give
particular regions a comparative advantage in the production of some kinds of
goods and not in others. Europe, the United States, and Japan have a relative
abundance of highly skilled labor and have a comparative advantage in goods
requiring high skills like computers, automobiles, and electronics. Taiwan, South
Korea, Singapore, and Hong Kong have increased the available labor skills and now
manufacture more complicated goods like DVDs, computer parts, and the like.
Mexico has a relative abundance of middle-level skills, and a large number of
assembly plants operate there, as well as clothing and shoe manufacturers. Lower-
skilled Chinese workers manufacture the majority of the world’s toys. The skill
levels of China are rising rapidly.
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9. Theory that suggests nations,
responding to price incentives,
will specialize in the
production of goods in which
they have a comparative
advantage, and purchase the
goods in which they have a
comparative disadvantage.

6.3 Factors of Production

The basic model of international trade, called Ricardian theory’, was first
described by David Ricardo (1772-1823). It suggests that nations, responding to
price incentives, will specialize in the production of goods in which they have a
comparative advantage, and purchase the goods in which they have a comparative
disadvantage. In Ricardo’s description, England has a comparative advantage of
manufacturing cloth and Portugal similarly in producing wine, leading to gains
from trade from specialization.

The Ricardian theory suggests that the United States, Canada, Australia, and
Argentina should export agricultural goods, especially grains that require a large
land area for the value generated (they do). It suggests that complex technical
goods should be produced in developed nations (they are) and that simpler
products and natural resources should be exported by the lesser-developed nations
(they are). It also suggests that there should be more trade between developed and
underdeveloped nations than between developed and other developed nations. The
theory falters on this prediction—the vast majority of trade is between developed
nations. There is no consensus for the reasons for this, and politics plays a role—the
North American Free Trade Act (NAFTA) vastly increased the volume of trade
between the United States and Mexico, for example, suggesting that trade barriers
may account for some of the lack of trade between the developed and the
underdeveloped world. Trade barriers don’t account for the volume of trade
between similar nations, which the theory suggests should be unnecessary.
Developed nations sell each other such products as mustard, tires, and cell phones,
exchanging distinct varieties of goods they all produce.

KEY TAKEAWAYS

+ The term “factors of production” is jargon for inputs to the production
process.

« Labor is generally considered a fixed or immobile factor because most
countries don’t have borders that are wide open to immigration.
Temperature, weather, and land are also fixed factors.

« Fixed factors of production give particular regions a comparative
advantage in the production of some kinds of goods, and not in others.

+ The basic model of international trade, known as the Ricardian theory,
suggests that nations, responding to price incentives, will specialize in
the production of goods in which they have a comparative advantage,
and purchase the goods in which they have a comparative disadvantage.
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6.4 International Trade

10. Theory that predicts that the
value of factors of production
should be equalized through
trade.

LEARNING OBJECTIVE

1. How does trade affect domestic prices for inputs and goods and
services?

The Ricardian theory emphasizes that the relative abundance of particular factors
of production determines comparative advantage in output, but there is more to
the theory. When the United States exports a computer to Mexico, American labor,
in the form of a physical product, has been sold abroad. When the United States
exports soybeans to Japan, American land (or at least the use of American land for a
time) has been exported to Japan. Similarly, when the United States buys car parts
from Mexico, Mexican labor has been sold to the United States; and when
Americans buy Japanese televisions, Japanese labor has been purchased. The goods
that are traded internationally embody the factors of production of the producing
nations, and it is useful to think of international trade as directly trading the inputs
through the incorporation of inputs into products.

If the set of traded goods is broad enough, factor price equalization' predicts that
the value of factors of production should be equalized through trade. The United
States has a lot of land, relative to Japan; but by selling agricultural goods to Japan,
it is as if Japan has more land, by way of access to U.S. land. Similarly, by buying
automobiles from Japan, it is as if a portion of the Japanese factories were present
in the United States. With inexpensive transportation, the trade equalizes the
values of factories in the United States and Japan, and also equalizes the value of
agricultural land. One can reasonably think that soybeans are soybeans, wherever
they are produced, and that trade in soybeans at a common price forces the costs of
the factors involved in producing soybeans to be equalized across the producing
nations. The purchase of soybeans by the Japanese drives up the value of American
land and drives down the value of Japanese land by giving an alternative to its
output, leading toward equalization of the value of the land across the nations.

Factor price equalization was first developed by Paul Samuelson (1915-) and
generalized by Eli Heckscher (1879-1952) and Bertil Ohlin (1899-1979). It has
powerful predictions, including the equalization of wages of equally skilled people
after free trade between the United States and Mexico. Thus, free trade in physical
goods should equalize the price of such items as haircuts, land, and economic
consulting in Mexico City and New York City. Equalization of wages is a direct
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6.4 International Trade

consequence of factor price equalization because labor is a factor of production. If
economic consulting is cheap in Mexico, trade in goods embodying economic
consulting—boring reports, perhaps—will bid up the wages in the low-wage area
and reduce the quantity in the high-wage area.

An even stronger prediction of the theory is that the price of water in New Mexico
should be the same as in Minnesota. If water is cheaper in Minnesota, trade in goods
that heavily use water—for example, paper—will tend to bid up the value of
Minnesota water while reducing the premium on scarce New Mexico water.

It is fair to say that if factor price equalization works fully in practice, it works very,
very slowly. Differences in taxes, tariffs, and other distortions make it a challenge
to test the theory across nations. On the other hand, within the United States,
where we have full factor mobility and product mobility, we still have different
factor prices—electricity is cheaper in the Pacific Northwest. Nevertheless, nations
with a relative abundance of capital and skilled labor export goods that use these
intensively; nations with a relative abundance of land export land-intensive goods
like food; nations with a relative abundance of natural resources export these
resources; and nations with an abundance of low-skilled labor export goods that
make intensive use of this labor. The reduction of trade barriers between such
nations works like Ann and Bob’s joint production of party platters. By specializing
in the goods in which they have a comparative advantage, there is more for all.

KEY TAKEAWAYS

+ Goods that are traded internationally embody the factors of production
of the producing nations.

« It is useful to think of international trade as directly trading the inputs
through the incorporation of inputs into products.

« If the set of traded goods is broad enough, the value of factors of
production should be equalized through trade. This prediction is known
as factor price equalization.
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Externalities

When the person sitting next to you lights up a cigarette, he gets nicotine and the
cigarette company gets some of his money. You just suffer, with no compensation. If
your neighbor’s house catches fire because he fell asleep with that cigarette
burning in his hand, your house may burn to the ground. The neighbor on the other
side who plays very loud music late into the night—before your big economics
test—enjoys the music, and the music distributors gets his money. You flunk out of
college and wind up borrowing $300,000 to buy a taxi medallion. Drunk drivers, cell
phones ringing in movie theaters, loud automobiles, polluted air, and rivers
polluted to the point that they catch fire, like Cleveland’s Cuyahoga did, are all
examples where a transaction between two parties harmed other people. These are
“external effects.”

But external effects are not necessarily negative. The neighbor who plants beautiful
flowers in her yard brightens your day. Another person’s purchase of an electric car
reduces the smog you breathe. Your neighbor’s investment in making his home safe
from fire conveys a safety advantage to you. Indeed, even your neighbor’s
investment in her own education may provide an advantage to you—you may learn
useful things from your neighbor. Inventions and creations, whether products or
poetry, produce value for others. The creator of a poem or a mathematical theorem
provides a benefit to others.
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7.1 External Effects

1. Any effect on people not
involved in a particular
transaction.

2. A situation where a
competitive market does not
yield the socially efficient
outcome,.

LEARNING OBJECTIVE

1. How can society stop people from doing annoying things and encourage
them to do pleasing things?

These effects are called external effects, or externalities. An externality" is any
effect on people not involved in a particular transaction. Pollution is the classic
example. When another person buys and smokes cigarettes, there is a transaction
between the cigarette company and the smoker. But if you are sitting near the
smoker, you are an affected party who is not directly compensated from the
transaction, at least before taxes were imposed on cigarettes. Similarly, you pay
nothing for the benefits you get from viewing your neighbor’s flowers, nor is there
a direct mechanism to reward your neighbor for her efforts.

Externalities will generally cause competitive markets to behave inefficiently from
a social perspective, absent a mechanism to involve all the affected parties. Without
such a mechanism, the flower planter will plant too few beautiful flowers, for she
has no reason to take account of your preferences in her choices. The odious
smoker will smoke too much and too close to others, and the loud neighbor will
play music much too late into the night. Externalities create a market
failure’—that is, a situation where a competitive market does not yield the socially
efficient outcome.

Education is viewed as creating an important positive externality. Education
generates many externalities, including more—and better—employment, less crime,
and fewer negative externalities of other kinds. It is widely believed that educated
voters elect better politicians.This is a logical proposition, but there is scant
evidence in favor of it. There is evidence that educated voters are more likely to
vote, but little evidence that they will vote for better candidates. Educated
individuals tend to make a society wealthy, an advantage to all of society’s
members. As a consequence, most societies subsidize education in order to promote
it.

A major source of externalities arises in communicable diseases. Your vaccination
not only reduces the likelihood that you will contract a disease but also makes it
less likely that you will infect others with the disease.
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3. The cost borne by the supplier.

4, The costs borne by third
parties.

5. The total costs for all parties.

7.1 External Effects

Let’s consider pollution as a typical example. A paper mill produces paper, and a
bad smell is an unfortunate by-product of the process. Each ton of paper produced
increases the amount of bad smells produced. The paper mill incurs a marginal cost,
associated with inputs like wood and chemicals and water. For the purposes of
studying externalities, we will refer to the paper mill’s costs as a private cost’, the
cost borne by the supplier (in this case, the paper mill itself). In addition, there are
external costs®, which are the costs borne by third parties, that arise in this case
from the smell. Adding the private costs and the external costs yield the total costs
for all parties, or the social costs’. These costs, in their marginal form, are
illustrated in Figure 7.1 "A negative externality".

Figure 7.1
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In Figure 7.1 "A negative externality", the demand has been labeled “marginal
benefit,” for reasons that will become apparent; but it is at this point just the
standard demand, the marginal value of the product. The paper mill’s costs have
been labeled marginal private cost to reflect the fact that these costs are only the
mill’s costs and don’t include the cost of the bad smell imposed on others. The
marginal social cost is obtained by adding the marginal external cost to the
marginal private cost. The marginal external cost isn’t graphed in the figure; but
the size of it is illustrated at one quantity, and it is generally the difference between
marginal social cost and marginal private cost.
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6. A benefit for all parties.

7. Benefits obtained by third
parties.

7.1 External Effects

Left to its own devices, the paper market would equate the marginal private cost
and the marginal benefit to produce the competitive quantity sold at the
competitive price. Some of these units—all of those beyond the quantity labeled
“Socially Efficient Quantity”—are bad from a social perspective: They cost more to
society than they provide in benefits. This is because the social cost of these units
includes pollution, but paper buyers have no reason to worry about pollution or
even to know that it is being created in the process of manufacturing paper.

The deadweight loss of these units is shown as a shaded triangle in the figure. The
loss arises because the marginal social cost of the units exceeds the benefit, and the
difference between the social cost and the benefits yields the loss to society. This is
a case where too much is produced because the market has no reason to account for
all the costs; some of the costs are borne by others.

Figure 7.2

p

Marginal
Social
Cost

Private
Marginal
Cost

Marginal
Social
Benefit

Marginal
Private
Benefit

Social j L N
Efficient Competitive

Quantity Quantity

Generally, a negative externality like pollution creates a marginal social cost that is
higher than the marginal private cost. Similarly, a positive externality like
beautification creates a higher marginal social benefit°—a benefit for all
parties—than the marginal private benefit (demand), with the difference being
benefits obtained by third parties, or external benefits’. These are to some extent
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8. The benefit obtained by the
buyer.

9. Overuse of a resource due to
lack of ownership.

10. A resource shared by many
people.

7.1 External Effects

conventions. One could have incorporated a positive externality by a reduction in
cost—but the convention remains. An example of a product that produces both
positive and negative externalities is illustrated in Figure 7.2 "External costs and
benefits". Streetlights are an example of a product that produces both externalities:
Most of us like lighted streets, but they are terrible for astronomers. Similarly, large
highways produce benefits for commuters and yet harm nearby residents.

The marginal private benefit®—the benefit obtained by the buyer—and the
marginal private cost give the demand and supply of a competitive market, and
hence the competitive quantity results from the intersection of these two. The
marginal social benefit and the marginal social cost give the value and cost from a
social perspective; equating these two generates the socially efficient outcome. This
can be either greater or less than the competitive outcome depending on which
externality is larger.

Consider a town on a scenic bay that is filled with lobsters. The town members
collect and eat the lobsters, and over time the size of the lobsters collected falls,
until they are hardly worth searching for. This situation persists indefinitely. Few
large lobsters are caught, and it is barely worth one’s time attempting to catch
them. This sort of overuse of a resource due to lack of ownership is known as the
tragedy of the commons’.

The tragedy of the commons is a problem with a common resource' shared by
many people—in this case, the lobster bay. Catching lobsters creates an externality
by lowering the productivity of other lobster catchers. The externality leads to
overfishing, since individuals don’t take into account the negative effect they have
on each other, ultimately leading to a nearly useless resource and potentially
driving the lobsters to extinction. As a consequence, the lobster catching is usually
regulated.
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KEY TAKEAWAYS

+ An externality is any effect on people not involved in a particular
transaction.

+ Pollution is the classic negative externality.

« Externalities will generally cause competitive markets to behave
inefficiently from a social perspective. Externalities create a market
failure—that is, a competitive market does not yield the socially efficient
outcome.

+ Education is viewed as creating an important positive externality.

* A major source of externalities arises in communicable diseases. Your
vaccination not only reduces the likelihood that you will contract a
disease but also makes it less likely that you will infect others with the
disease.

« Private costs are those borne by the parties to a transaction; external
costs are costs borne by others not party to the transaction; and social
costs represent the sum of private and external costs.

« Private benefits are those enjoyed by the parties to a transaction;
external benefits are those enjoyed by others not party to the
transaction; and social benefits represent the sum of private and
external benefits.

+ Demand is marginal private benefit; supply is marginal private cost.

« The social optimum arises at the quantity where marginal social benefit
equals marginal social cost. A different quantity than the social
optimum creates a deadweight loss equal to the difference of marginal
social benefit and cost.

« The tragedy of the commons is the overuse of a resource arising because
users ignore the harmful effects of their use on other users.
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EXERCISES

1. A child who is vaccinated against polio is more likely to contract polio
(from the vaccine) than an unvaccinated child. Does this fact imply that
programs forcing vaccination of schoolchildren are ill-advised? Include
with your answer a diagram illustrating the negative marginal benefit of
vaccination, and use the horizontal axis to represent the proportion of
the population vaccinated.

2. The total production from an oil field generally depends on the rate at
which the oil is pumped, with faster rates leading to lower total
production but earlier production. Suppose two different producers can
pump from the field. lllustrate—using an externality diagram where the
horizontal axis is the rate of production for one of the producers—the
difference between the socially efficient outcome and the equilibrium
outcome. Like many other states, Texas’s law requires that, when
multiple people own land over a single oil field, the output is shared
among the owners, with each owner obtaining a share equal to a
proportion of the field under their land. This process is called
unitization. Does it solve the problem of externalities in pumping and
yield an efficient outcome? Why or why not?

3. Imagine that many students are bothered by loud music playing at 7
a.m. near their dorm. Using economic analysis, how would you improve
the situation?

4, A local community uses revenue from its property taxes to build an
expressway. Explain how this could give rise to free riders and how to
solve the free-rider problem.
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7.2 Pigouvian Taxes

11. A per-unit tax on a good.

LEARNING OBJECTIVE

1. Can society regulate annoying behavior with taxes?

Arthur Cecil Pigou (1877-1959) proposed a solution to the problem of externalities
that has become a standard approach. This simple idea is to impose a per-unit tax
on a good, thereby generating negative externalities equal to the marginal
externality at the socially efficient quantity. This is known as a Pigouvian tax'’.
Thus, if at the socially efficient quantity, the marginal external cost is $1, then a $1
per-unit tax would lead to the right outcome. This is illustrated in Figure 7.3 "The

Pigouvian tax".

The tax that is added is the difference, at the socially efficient quantity, between the
marginal social cost and the marginal private cost, which equals the marginal
external cost. The tax level need not equal the marginal external cost at other
quantities, and the figure reflects a marginal external cost that is growing as the
quantity grows. Nevertheless, the new supply curve created by the addition of the
tax intersects demand (the marginal benefit) at the socially efficient quantity. As a
result, the new competitive equilibrium, taking account of the tax, is efficient.

The case of a positive externality is similar. Here, a subsidy is needed to induce the
efficient quantity. It is left as an exercise.
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7.2 Pigouvian Taxes

Figure 7.3
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Taxes and subsidies are fairly common instruments to control externalities. We
subsidize higher education with state universities, and the federal government
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provides funds for research and limited funds for the arts. Taxes on cigarettes and
alcoholic beverages are used to discourage these activities, perhaps because
smoking and drinking alcoholic beverages create negative externalities. (Cigarettes

and alcohol also have inelastic demands, which make them good candidates for

taxation since there is only a small distortion of the quantity.) However, while
important in some arenas, taxes and subsidies are not the most common approach
to regulation of externalities.
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KEY TAKEAWAYS

+ A Pigouvian tax is a per-unit tax on a good, thereby generating negative
externalities equal to the marginal externality at the socially efficient
quantity.

« Imposition of a Pigouvian tax leads to a competitive equilibrium, taking
account of the tax, which is efficient.

« In the case of a positive externality, a subsidy can be used to obtain
efficiency.

+ Taxes and subsidies are fairly common instruments to control
externalities.

EXERCISES

1. Identify the tax revenue produced by a Pigouvian tax in Figure 7.3 "The
Pigouvian tax". What is the relationship between the tax revenue and
the damage produced by the negative externality? Is the tax revenue
sufficient to pay those damaged by the external effect an amount equal
to their damage? (Hint: Is the marginal external effect increasing or
decreasing?)

2. ldentify, by using a diagram, the Pigouvian subsidy needed to induce the
efficient quantity in the case of a positive externality. When is the
subsidy expended smaller than the total external benefit?

3. Use the formulae for estimating the effect of a tax on quantity to deduce
the size of the tax needed to adjust for an externality when the marginal
social cost is twice the marginal private cost.
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7.3 Quotas

LEARNING OBJECTIVE

1. Can society regulate annoying behavior by just telling people what to
do?

The Pigouvian tax and subsidy approach to dealing with externalities has several
problems. First, it requires knowing the marginal value or cost of the external
effect, and this may be a challenge to estimate. Second, it requires the imposition of
taxes and permits the payment of subsidies, which encourages what might be
politely termed as “misappropriation of funds.” That is, once a government agency
is permitted to tax some activities and subsidize others, there will be a tendency to
tax things people in the agency don’t like and subsidize “pet” projects, using the
potential for externalities as an excuse rather than a real reason. U.S. politicians
have been especially quick to see positive externalities in oil, cattle, and the family
farm—externalities that haven’t been successfully articulated. (The Canadian
government, in contrast, sees externalities in filmmaking and railroads.)

An alternative to the Pigouvian tax or subsidy solution is to set a quota, which is a
limit on the activity. Quotas can be maxima or minima, depending on whether the
activity generates negative or positive externalities. We set maximum levels on
many pollutants rather than tax them, and ban some activities, like lead in gasoline
or paint, or chlorofluorocarbons outright (a quota equal to zero). We set maximum
amounts on impurities, like rat feces, in foodstuffs. We impose minimum
educational attainment (eighth grade or age 16, whichever comes first), minimum
age to drive, and minimum amount of rest time for truck drivers and airline pilots.
A large set of regulations governs electricity and plumbing, designed to promote
safety, and these tend to be “minimum standards.” Quotas are a much more
common regulatory strategy for dealing with externalities than taxes and subsidies.

The idea behind a quota is to limit the quantity to the efficient level. If a negative
externality in pollution means our society pollutes too much, then impose a limit or
quantity restriction on pollution. If the positive externality of education means
individuals in our society receive too little education from the social perspective,
force them to go to school.

As noted, quotas have the advantage of addressing the problem without letting the
government spend more money, limiting the government’s ability to misuse funds.
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On the other hand, quotas have the problem of identifying who should get the
quota; quotas will often misallocate the resource. Indeed, a small number of power
plants account for almost half of the man-made sulfur dioxide (SO2) pollution

emitted into the atmosphere, primarily because these plants historically emitted a
lot of pollution and their pollution level was set by their historical levels. Quotas
tend to harm new entrants compared to existing firms and discourage the adoption
of new technology. Indeed, the biggest polluters must stay with old technology in
order to maintain their right to pollute.

KEY TAKEAWAYS

+ An alternative to the Pigouvian tax or subsidy solution is to set a quota.
Quotas can be maxima or minima, depending on whether the activity
generates negative or positive externalities.

¢ Quotas are a much more common regulatory strategy for dealing with
externalities than taxes and subsidies.

« The goal of a quota is to limit the quantity to the efficient level.

¢ Quotas tend to harm new entrants compared to existing firms and
discourage the adoption of new technology.

EXERCISES

1. If a quota is set to the socially efficient level, how does the value of a
quota right compare to the Pigouvian tax?

2. Speeding (driving fast) creates externalities by increasing the likelihood
and severity of automobile accidents, and most countries put a limit on
speed; but one could instead require fast drivers to buy a permit to
speed. Discuss the advantages and disadvantages of “speeding permits.”
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7.4 Tradable Permits and Auctions

12. Quotas for pollution that can
be exchanged to create a
market in the right to pollute.

LEARNING OBJECTIVE

1. Is there a better way to regulate annoying behavior than either taxes or
quotas?

A solution to inefficiencies in the allocation of quota rights is to permit trading
them. Tradable permits'? are quotas for pollution that can be exchanged to create
a market in the right to pollute, and thereby create a tax on polluting. The emission
of pollution requires the purchase of permits to pollute, and the price of these
permits represents a tax on pollution. Thus, tradable permits represent a hybrid of
a quota system and a Pigouvian taxation system—a quota determines the overall
quantity of pollution as in a quota system, determining the supply of pollution
rights, but the purchase of pollution rights acts like a tax on pollution, a tax whose
level is determined by the quota supply and demand.

Figure 7.4
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The United States has allowed the trading of permits for some pollutants, like sulfur
dioxide. Figure 7.4 "SO" shows the price of sulfur dioxide permits over the past
decade.Source: Environmental Protection Agency, July 22, 2004,

http://www.epa.gov/airmarkets/trading/so2market/alprices.html Each permit

conveys the right to emit one ton of sulfur dioxide into the air. The overall
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pollution level is being reduced over time, which accounts for some of the increase
in prices. These prices represent significant taxes on large polluters, as a coal-fired
power plant using coal with high sulfur content can annually produce as much as
200,000 tons of sulfur dioxide.

The major advantage of a tradable permits system is that it creates the opportunity
for efficient exchange—one potential polluter can buy permits from another,
leaving the total amount of pollution constant. Such exchange is efficient because it
uses the pollution in a manner creating the highest value, eliminating a bias toward
“old” sources. Indeed, a low-value polluter might sell its permits and just shut down
if the price of pollution was high enough.

A somewhat unexpected advantage of tradable permits has been the purchase of
permits by environmental groups like the Sierra Club. Environmental groups can
buy permits and then not exercise them, as a way of cleaning the air. In this case,
the purchase of the permits creates a major positive externality on the rest of
society, since the environmental group expends its own resources to reduce
pollution of others.

Tradable permits offer the advantages of a taxation scheme—efficient use of
pollution—without needing to estimate the social cost of pollution directly. This is
especially valuable when the strategy is to set a quantity equal to the current
quantity, and then gradually reduce the quantity in order to reduce the effects of
the pollution. The price of permits can be a very useful instrument in assessing the
appropriate time to reduce the quantity, since high permit prices, relative to likely
marginal external costs, suggest that the quantity of the quota is too low, while low
prices suggest that the quantity is too large and should be reduced.
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7.4 Tradable Permits and Auctions

KEY TAKEAWAYS

+ A solution to inefficiencies in the allocation of quota rights is to permit

trading them.

Tradable permits represent a hybrid of a quota system and a Pigouvian
taxation system. The quota determines the overall quantity of pollution,
while the purchase of pollution rights acts like a tax on pollution.

The United States has permitted the trading of permits for some
pollutants, like sulfur dioxide.

The major advantage of a tradable permits system is that it creates the
opportunity for efficient exchange.

A somewhat unexpected advantage of tradable permits has been the
purchase of permits by environmental groups, as a way of buying
cleaner air.

Tradable permits offer the advantages of a taxation scheme—efficient
use of pollution—without needing to estimate the social cost of pollution
directly.

The price of permits can be a very useful instrument in assessing the
appropriate time to reduce the quantity, since high permit prices,
relative to likely marginal external costs, suggest that the quantity of
the quota is too low, while low prices suggest that the quantity is too
large and should be reduced.
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7.5 Coasian Bargaining

13. Solving the problem of
externalities through
negotiation.

14. Rights that come with
ownership.

LEARNING OBJECTIVE

1. Canljust bribe my neighbor to stop being annoying?

The negative externality of a neighbor playing loud music late at night is not
ordinarily solved with a tax or with a quota but instead through an agreement.
When there aren’t many individuals involved, the individuals may be able to solve
the problem of externalities without involving a government but through
negotiation. This insight was developed by Nobel laureate Ronald Coase (1910- ),
and is sometimes known as Coasian bargaining"’.

Coase offered the example of a cattle ranch next to a farm. There is a negative
externality in that the cattle tend to wander over to the farm and eat the crops,
rather than staying on the ranch. What happens next depends on property
rights'*, which are the rights that come with ownership.

One of three things might be efficient from a social perspective. It might be efficient
to erect a fence to keep the cows away from the crops. It might be efficient to close
down the farm. Finally, it might be efficient to close down the ranch, if the farm is
valuable enough and if the fence costs more than the value of the ranch.

If the farmer has a right not to have his crops eaten and can confiscate the cows if
they wander onto the farm, then the rancher will have an incentive to erect a fence
to keep the cows away, if that is the efficient solution. If the efficient solution is to
close down the ranch, then the rancher will do that, since the farmer can confiscate
the cows if they go over to the farm and it isn’t worth building the fence by
hypothesis. Finally, if the efficient solution to the externality is to close down the
farm, then the rancher will have an incentive to buy the farm in order to purchase
the farm’s rights so that he can keep the ranch in operation. Since it is efficient to
close down the farm only if the farm is worth less than the ranch, there is enough
value in operating the ranch to purchase the farm at its value and still have money
left over; that is, there are gains from trade from selling the farm to the rancher. In
all three cases, if the farmer has the property rights, then the efficient outcome is
reached.
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7.5 Coasian Bargaining

Now suppose instead that the rancher has the rights and that the farmer has no
recourse if the cows eat his crops. If shutting down the farm is efficient, then the
farmer has no recourse but to shut it down. Similarly, if building the fence is
efficient, then the farmer will build the fence to protect his crops. Finally, if
shutting down the ranch is efficient, the farmer will buy the ranch from the rancher
in order to be able to continue to operate the more valuable farm. In all cases, the
efficient solution is reached through negotiation.

Coase argued that bargaining can generally solve problems of externalities and that
the real problem is ill-defined property rights. If the rancher and the farmer can’t
transfer their property rights, then the efficient outcome may not arise. In the
Coasian view of externalities, if an individual owned the air, air pollution would not
be a problem because the owner would charge for the use and wouldn’t permit an
inefficient level of pollution. The case of air pollution demonstrates some of the
limitations of the Coasian approach because ownership of the air, or even the more
limited right to pollute into the air, would create an additional set of problems; a
case where the cure is likely to be worse than the disease.

Bargaining to solve the problem of externalities is often feasible when a small
number of people are involved. When a large number of people are potentially
involved, as with air pollution, bargaining is unlikely to be successful in addressing
the problem of externalities, and a different approach is required.

KEY TAKEAWAYS

+ When there aren’t many individuals involved, the individuals may be
able to solve the problem of externalities without involving a
government, but through negotiation.

¢ Nobel laureate Ronald Coase argued that bargaining can generally solve
problems of externalities and that the real problem is ill-defined
property rights.

« Bargaining to solve the problem of externalities is often feasible when a
small number of people are involved. When a large number of people are
potentially involved, as with air pollution, bargaining is unlikely to be
successful in addressing the problem of externalities.
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7.6 Fishing and Extinction

LEARNING OBJECTIVES

1. Is extinction really an economic phenomenon?
2. Why do we overfish?

Consider an unregulated fishing market like the lobster market considered
previously, and let S be the stock of fish. The purpose of this example is illustrative
of the logic, rather than an exact accounting of the biology of fish populations, but
is not unreasonable. Let S be the stock of a particular species of fish. Our starting
point is an environment without fishing: How does the fish population change over
time? Denote the change over time in the fish population by S (S is notation for the
derivative with respect to time, notation that dates back to Sir Isaac Newton). We
assume that population growth follows the logistic equation S = rS(1 — S). This
equation reflects two underlying assumptions. First, mating and reproduction are
proportional to the stock of fish S. Second, survival is proportional to the amount of
available resources 1 - S, where 1 is set to be the maximum sustainable population.
(Set the units of the number of fish so that 1 is the full population.)

The dynamics of the number of fish are illustrated in Figure 7.5 "Fish population
dynamics". On the horizontal axis is the number of fish, and on the vertical axis is

the change in S. When S > 0, S is increasing over time, and the arrows on the
horizontal axis reflect this. Similarly, if S <0, S is decreasing.

Absent fishing, the value 1 is a stable steady state' of the fish population, in which
the variables stay constant and forces are balanced. It is a steady state because, if S =

1, S = 0; that is, there is no change in the fish population. It is stable because the
effect of a small perturbation—S near but not exactly equal to 1—is to return to 1.
(In fact, the fish population is very nearly globally stable. Start with any population

other than zero and the population returns to 1.)It turns out that there is a closed
S(0)

form solution for the fish population: S(¢) = SISO °

15. Condition in which the
variables stay constant and
forces are balanced.
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7.6 Fishing and Extinction

Now we introduce a human population and turn to the

economics of fishing. Suppose that a boat costs b to Figure 75 Fish population
launch and operate and that it captures a fixed fraction  dynamics

a of the total stock of fish S; that is, each boat catches as.
Fish sell for a price p = Q e , where the price arises
from the demand curve, which in this case has constant
elasticity €, and Q is the quantity of fish offered for sale.
Suppose there are n boats launched; then the quantity ~ «; ~ @~ %~ 7 = \
of fish caught is Q = naS. Fishers enter the market as

long as profits are positive, which leads to zero profits

for fishers; that is, b = ( Q/ n ) p(Q)This equation

makes a company just indifferent to launching an additional boat because the costs

and revenues are balanced. These two equations yield two equations in the two

e—1
% = % Q7™ and Q = naS. These two equations solve for

the number of fish caught, | Unexpected text node: ',

unknownsnand Q:n =

and the number of boats,

! ge-l

n = b

Subtracting the capture by humans from the growth in the fish population yields
: aS \*
S=I’S(1—S)—<7> .

Thus, a steady state satisfies 0 = S = rS(1 —S) — (%S )8.

Will human fishing drive the fish to extinction?

Extinction must occur when the only stable solution to Figure 7.6 Fish population
the stock of fish is zero. Consider first the case when dynamics with fishing
demand is elastic (¢ > 1). Then, for S near zero but

H

positive, S~rS> 0,because the other terms are small
relative to the linear term. Thus, with elastic demand,
there is always a steady state without extinction.
(Extinction is also an equilibrium, too, but overfishing
won’t get the system there.) This equilibrium is
illustrated in Figure 7.6 "Fish population dynamics with

fishing".

The dark curve represents S, and thus for S between 0 and the point labeled S*, S'is
positive and so S is increasing over time. Similarly, to the right of $*, S is decreasing.
Thus, $* is stable under small perturbations in the stock of fish and is an
equilibrium.
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7.6 Fishing and Extinction

We see that if demand for fish is elastic, fishing will not drive the fish to extinction.
Even so, fishing will reduce the stock of fish below the efficient level because
individual fishers don’t take account of the externality they impose—their fishing

reduces the stock for future generations. The level of fish in the sea converges to $*

satisfying

as *

O=rS*(1—S*)—< 5

)

In contrast, if demand is inelastic, fishing may drive the fish to extinction. For

example, if r=2and a=b =1, and € = 0.7, extinction is necessary, as is illustrated in

Figure 7.7 "Fish population dynamics: extinction".

Figure 7.7 "Fish population dynamics: extinction" shows
that, for the given parameters, the net growth of the

fish population is negative for every value of the stock S.
Thus, the population of fish consistently dwindles. This
is a case when the fishing externality (overfishing today
reduces the stock of fish tomorrow) has particularly
dire consequences. The reason why the elasticity of
demand matters is that, with inelastic demand, the fall
in the stock of fish increases the price by a large amount
(enough so that total revenue rises). This, in turn,
increases the number of fishing boats, in spite of the fall

Figure 7.7 Fish population
dynamics: extinction

in the catch. In contrast, with elastic demand, the number of fishing boats falls as

the stock falls, reducing the proportion of fish caught, and thus preventing
extinction. We see this for the equation for the number of fishing boats,

n= a;—:l S¢~! which reflects the fact that fishing effort rises as the stock falls if

and only if demand is inelastic.

It is possible, even with inelastic demand, for there to be a stable fish population.
Not all parameter values lead to extinction. Using the same parameters as before,
but with € = 0.9, we obtain a stable outcome as illustrated in Figure 7.8 "Possibility

of multiple equilibria".
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7.6 Fishing and Extinction

In addition to the stable equilibrium outcome, there is
an unstable steady state, which may converge either Figure 7.8 Possibility of
upward or downward. A feature of fishing with inelastic  ultiple equilibria
demand is that there exists a region where extinction is

inevitable because, when the stock is near zero, the high

demand price induced by inelasticity forces sufficient Loy
fishing to ensure extinction.

As a consequence of the fishing externality, nations

attempt to regulate fishing, both by extending their own

reach 200 miles into the sea and by treaties limiting

fishing in the open sea. These regulatory attempts have met with only modest
success at preventing overfishing.

What is the efficient stock of fish? This is a challenging mathematical problem, but
some insight can be gleaned via a steady-state analysis. A steady state arises when
S = 0.1f a constant amount Q is removed, a steady state in the stock must occur at
0=S= rS(1 — §) — Q.This maximum catch then occurs at S =% and Q = % r. This
is not the efficient level, for it neglects the cost of boats, and the efficient stock will
actually be larger. More generally, it is never efficient to send the population below
the maximum point on the survival curve plotted in Figure 7.5 "Fish population

dynamics".

Conceptually, fishing is an example of the tragedy of the commons externality
already discussed. However, the threat of a permanent extinction and alluring
possibility of solving dynamic models make it a particularly dramatic example.

KEY TAKEAWAYS

« Extinction arises from the interaction of two systems: one biological and
one economic.

« When demand is elastic, extinction should not arise.

« When demand is inelastic, population decreases reduce the quantity,
which increase total revenue, which leads to more investment in fishing.
When demand is sufficiently inelastic, the heightened investment leads
to proportionally more fish caught and the fish go extinct.

« Fishing is an example of the tragedy of the commons externality.
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EXERCISE

1. Suppose € = 1. For what parameter values are fish necessarily driven to
extinction? Can you interpret this condition to say that the demand for
caught fish exceeds the production via reproduction?
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Chapter 8
Public Goods

Consider a company offering a fireworks display. Pretty much anyone nearby can
watch the fireworks, and people with houses in the right place have a great view of
them. The company that creates the fireworks can’t compel those with nearby
homes to pay for the fireworks, and so a lot of people get to watch them without
paying. This will make it difficult or impossible for the fireworks company to make
a profit.

171



Chapter 8 Public Goods

8.1 Free Riders

1. A good that has the attributes
of nonexclusivity and
nonrivalry.

2. Condition in which the
producer can’t prevent the use
of the good by others.

3. Condition in which many
people can use a good
simultaneously.

LEARNING OBJECTIVE

1. What are people who just use public goods without paying called, and
what is their effect on economic performance?

A public good' is a good that has two attributes: Nonexcludability’, which means
the producer can’t prevent the use of the good by others, and nonrivalry®, which
means that many people can use the good simultaneously. The classic example of a
public good is national defense. National defense is clearly nonexcludable because,
if we spend the resources necessary to defend our national borders, it isn’t going to
be possible to defend everything except one apartment on the second floor of a
three-story apartment building on East Maple Street. Once we have kept our
enemies out of our borders, we’ve protected everyone within the borders. Similarly,
the defense of the national borders exhibits a fair degree of nonrivalry, especially
insofar as the strategy of defense is to deter an attack in the first place. That is, the
same expenditure of resources protects all. It is theoretically possible to exclude
some people from the use of a poem or a mathematical theorem, but exclusion is
generally quite difficult. Both poems and theorems are nonrivalrous. Similarly,
technological and software inventions are nonrivalrous, even though a patent
grants the right to exclude the use by others. Another good that permits exclusion
at a cost is a highway. A toll highway shows that exclusion is possible on the
highways. Exclusion is quite expensive, partly because the tollbooths require
staffing, but mainly because of the delays imposed on drivers associated with
paying the tolls—the time costs of toll roads are high. Highways are an intermediate
case where exclusion is possible only at a significant cost, and thus should be
avoided if possible. Highways are also rivalrous at high-congestion levels, but
nonrivalrous at low-congestion levels. That is, the marginal cost of an additional
user is essentially zero for a sizeable number of users, but then marginal cost grows
rapidly in the number of users. With fewer than 700 cars per lane per hour on a
four-lane highway, generally the flow of traffic is unimpeded.The effect of doubling
the number of lanes from two to four is dramatic. A two-lane highway generally
flows at 60 mph or more provided there are fewer than 200 cars per lane per hour,
while a four-lane highway can accommodate 700 cars per lane per hour at the same
speed. As congestion grows beyond this level, traffic slows down and congestion
sets in. Thus, west Texas interstate highways are usually nonrivalrous, while Los
Angeles’s freeways are usually very rivalrous.
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8.1 Free Riders

Like highways, recreational parks are nonrivalrous at low-use levels, becoming
rivalrous as they become sufficiently crowded. Also like highways, it is possible, but
expensive, to exclude potential users, since exclusion requires fences and a means
for admitting some but not others. (Some exclusive parks provide keys to legitimate
users, while others use gatekeepers to charge admission.)

Take the example of a neighborhood association that is considering buying land and
building a park in the neighborhood. The value of the park is going to depend on
the size of the park, and we suppose for simplicity that the value in dollars of the
park to each household in the neighborhood is S”n~%, where n is the number of
park users, S is the size of the park, and a and b are parameters satisfying0 <a=<b <
1. This functional form builds in the property that larger parks provide more value
at a diminishing rate, but there is an effect from congestion. The functional form
gives a reason for parks to be public—it is more efficient for a group of people to
share a large park than for each individual to possess a small park, at least if b > q,
because the gains from a large park exceed the congestion effects. That is, there is a
scale advantage—doubling the number of people and the size of the park increases
each individual’s enjoyment.

How much will selfish individuals voluntarily contribute to the building of the
park? That of course depends on what they think others will contribute. Consider a
single household, and suppose that each household, i, thinks the others will
contribute S to the building of the park. Given this expectation, how much should

each household, i, contribute? If the household contributes s, the park will have size
S=S_1+s, which the household values at (S_; + s)h n~“. Thus, the net gain to a

household that contributes s when the others contribute S_1is (S_; + s)b n~¢—s.

Exercise 1 shows that individual residents gain from their marginal contribution if
and only if the park is smaller than Sy = (bn_“)l;—h . Consequently, under voluntary
contributions, the only equilibrium park size is So. That is, for any park size smaller
than Sy, citizens will voluntarily contribute to make the park larger. For any larger
size, no one is willing to contribute.

Under voluntary contributions, as the neighborhood grows in number, the size of
the park shrinks. This makes sense—the benefits of individual contributions to the
park mostly accrue to others, which reduces the payoff to any one contributor.

How large should the park be? The total value of the park of size S to the residents
together is n times the individual value, which gives a collective value of § bnl_“;
and the park costs S, so from a social perspective the park should be sized to
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4. The lack of incentive for
individuals to contribute to a
social good.

5. Individuals who don’t
contribute to the provision of a
public good.

8.1 Free Riders

1
maximize S”n'~¢ — S, which yields an optimal park of size $* = (bn'~%)1= .
Thus, as the neighborhood grows, the park should grow, but as we saw, the park
would shrink if the neighborhood has to rely on voluntary contributions. This is
because people contribute individually, as if they were building the park for
themselves, and don’t account for the value they provide to their neighbors when
they contribute. Under individual contributions, the hope that others contribute
leads individuals not to contribute. Moreover, use of the park by others reduces the
value of the park to each individual, so that the size of the park shrinks as the
population grows under individual contributions. In contrast, the park ought to

grow faster than the number of residents grows, as the per capita park size is
1 b—a
§* / n = b= n’1=» ,which is an increasing function of n.Reminder: In making

statements like should and ought, there is no conflict in this model because every
household agrees about the optimal size of the park, so that a change to a park size
of $*, paid with equal contributions, maximizes every household’s utility.

The lack of incentive for individuals to contribute to a social good is known as a
free-rider problem®. The term refers to the individuals who don’t contribute to the
provision of a public good, who are said to be free riders’, that is, they ride freely
on the contributions of others. There are two aspects of the free-rider problem
apparent in this simple mathematical model. First, the individual incentive to
contribute to a public good is reduced by the contributions of others, and thus
individual contributions tend to be smaller when the group is larger. Put another
way, the size of the free-rider problem grows as the community grows larger.
Second, as the community grows larger, the optimal size of the public good grows.
The market failure under voluntary contributions is greater as the community is
larger. In the theory presented, the optimal size of the public good is

1

S* = (bn'=%)1= | and the actual size under voluntary contributions is

1
S* = (bn'~%)17 , a gap that gets very large as the number of people grows.

The upshot is that people will voluntarily contribute too little from a social
perspective, by free riding on the contributions of others. A good example of the
provision of public goods is a coauthored term paper. This is a public good because
the grade given to the paper is the same for each author, and the quality of the
paper depends on the sum of the efforts of the individual authors. Generally, with
two authors, both work pretty hard on the manuscript in order to get a good grade.
Add a third author, and it is a virtual certainty that two of the authors will think the
third didn’t work as hard and is a free rider on the project.

The term paper example also points to the limitations of the theory. Many people
are not as selfish as the theory assumes and will contribute more than would be
privately optimal. Moreover, with small numbers, bargaining between the
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8.1 Free Riders

contributors and the division of labor (each works on a section) may help to reduce
the free-rider problem. Nevertheless, even with these limitations, the free-rider
problem is very real; and it gets worse the more people are involved. The theory
shows that if some individuals contribute more than their share in an altruistic
way, the more selfish individuals contribute even less, undoing some of the good
done by the altruists.

KEY TAKEAWAYS

« A public good has two attributes: nonexcludability, which means the

producer can’t prevent the use of the good by others; and nonrivalry,
which means that many people can use the good simultaneously.
Examples of public goods include national defense, fireworks displays,
and mathematical theorems.

Nonexcludability implies that people don’t have to pay for the good,;
nonrivalry means that the efficient price is zero.

A free rider is someone who doesn’t pay for a public good.

Generally voluntary contributions lead to too little provision of public
goods.

In spite of some altruism, the free-rider problem is very real, and it gets
worse the more people are involved.
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EXERCISES

1. Verify that individual residents gain from contributing to the park if

1
S < (bn™%)1= and gain from reducing their contributions if

1
S>bn ).

2. For the model presented in this section, compute the elasticity of the
optimal park size with respect to the number of residents—that is, the
percentage change in S* for a small percentage change in n. [Hint: Use
the linear approximation trick (1 + A)” & rA for A near zero.]

3. For the model presented in this section, show that an individual’s
utility when the park is optimally sized and the expenses are
shared equally among the n individuals is

b . b=a
U= <b1—b —bl—b) ni-s .

Does this model predict an increase in utility from larger
communities?

4. Suppose two people, Person 1 and Person 2, want to produce a
playground to share between them. The value of the playground of size S

to each person is \/ S', where S is the number of dollars spent to build
it. Show that, under voluntary contributions, the size of the playground
is % and that the efficient size is 1.

5. For the previous exercise, now suppose Person 1 offers “matching
funds”—that is, offers to contribute an equal amount to the
contributions of Person 2. How large a playground will Person 2 choose?
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8.2 Provision With Taxation

6. The voter whose preferences
fall in the middle of the range.

LEARNING OBJECTIVE

1. If people won't pay for public goods, can society tax them instead?

Faced with the fact that voluntary contributions produce an inadequate park, the
neighborhood turns to taxes. Many neighborhood associations or condominium
associations have taxing authority and can compel individuals to contribute. One
solution is to require each resident to contribute the amount 1, resulting in a park
that is optimally sized at n, as clearly shown in the example from the previous
section. Generally it is possible to provide the correct size of the public good using
taxes to fund it. However, this is challenging in practice, as we illustrate in this
slight modification of the previous example.

Let individuals have different strengths of preferences, so that individual i values
the public good of size S at an amount v;$ b4 that is expressed in dollars. (It is
useful to assume that all people have different v values to simplify arguments.) The
optimal size of the park for the neighborhood is

1
= n T —_r 1l — 1 n i
ni-b (b 21:1 vi) = (bv)1-=»n1-», wherev = — Zi:l v;is the average value.
Again, taxes can be assessed to pay for an optimally sized park, but some people

(those with small v values) will view that as a bad deal, while others (with large v)
will view it as a good deal. What will the neighborhood choose to do?

If there are an odd number of voters in the neighborhood, we predict that the park
size will appeal most to the median voter®.The voting model employed here is that
there is a status quo, which is a planned size of S. Anyone can propose to change the
size of S, and the neighborhood then votes yes or no. If an § exists such that no
replacement gets a majority vote, that S is an equilibrium under majority voting.
This is the voter whose preferences fall in the middle of the range. With equal taxes,
an individual obtains v;S?n~¢ — S/, .If there are an odd number of people, n can
be written as 2k + 1. The median voter is the person for whom there are k values vi
larger than hers and k values smaller than hers. Consider increasing S. If the median
voter likes it, then so do all the people with higher v’s, and the proposition to
increase S passes. Similarly, a proposal to decrease S will get a majority if the
median voter likes it. If the median voter likes reducing S, all the individuals with
smaller vi will vote for it as well. Thus, we can see the preferences of the median
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8.2 Provision With Taxation

voter are maximized by the vote, and simple calculus shows that this entails
1 1—a
S = (bvy)=rni-.

Unfortunately, voting does not result in an efficient outcome generally and only
does so when the average value equals the median value. On the other hand, voting
generally performs much better than voluntary contributions. The park size can
either be larger or smaller under median voting than is efficient.The general
principle here is that the median voting will do better when the distribution of
values is such that the average of n values exceeds the median, which in turn
exceeds the maximum divided by n. This is true for most empirically relevant
distributions.

KEY TAKEAWAYS

Taxation—forced contribution—is a solution to the free-rider problem.
An optimal tax rate is the average marginal value of the public good.
Voting leads to a tax rate equal to the median marginal value, and hence
does not generally lead to efficiency, although it outperforms voluntary
contributions.

EXERCISES

1. Show for the model of this section that, under voluntary contributions,

only one person contributes, and that person is the person with the
largest vi. How much do they contribute? [Hint: Which individual i is
willing to contribute at the largest park size? Given the park that this
individual desires, can anyone else benefit from contributing at all?]
Show that, if all individuals value the public good equally, voting on the
size of the good results in the efficient provision of the public good.
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8.3 Local Public Goods

7. Goods that are produced and

consumed in a limited
geographical area.

LEARNING OBJECTIVE

1. What can we do if we disagree about the optimal level of public goods?

The example in the previous section showed the challenges to a neighborhood’s
provision of public goods created by differences in the preferences. Voting does not
generally lead to the efficient provision of the public good and does so only rarely
when all individuals have the same preferences.

A different solution was proposed by TieboutCharles Tiebout, 1919-1962. His
surname is pronounced “tee-boo.” in 1956, which works only when the public goods
are local. People living nearby may or may not be excludable, but people living
farther away can be excluded. Such goods that are produced and consumed in a
limited geographical area are local public goods’. Schools are local—more distant
people can readily be excluded. With parks it is more difficult to exclude people
from using the good; nonetheless, they are still local public goods because few
people will drive 30 miles to use a park.

Suppose that there are a variety of neighborhoods, some with high taxes, better
schools, big parks, beautifully maintained trees on the streets, frequent garbage
pickup, a first-rate fire department, extensive police protection, and spectacular
fireworks displays, and others with lower taxes and more modest provision of
public goods. People will move to the neighborhood that fits their preferences. As a
result, neighborhoods will evolve with inhabitants that have similar preferences for
public goods. Similarity among neighbors makes voting more efficient, in turn.
Consequently, the ability of people to choose their neighborhoods to suit their
preferences over taxes and public goods will make the neighborhood provision of
public goods more efficient. The “Tiebout theory” shows that local public goods
tend to be efficiently provided. In addition, even private goods such as garbage
collection and schools can be efficiently publicly provided when they are local
goods, and there are enough distinct localities to offer a broad range of services.
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KEY TAKEAWAYS

+ When public goods are local—people living nearby may or may not be
excludable, whereas people living farther away may be excluded—the
goods are “local public goods.”

« Specialization of neighborhoods providing in distinct levels of public
goods, when combined with households selecting their preferred
neighborhood, can lead to efficient provision of public goods.
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EXERCISES

1. Consider a babysitting cooperative, where parents rotate
supervision of the children of several families. Suppose that, if
the sitting service is available with frequency Y, a person’s i value
is viY and the costs of contribution y is % ny?, where y is the sum
of the individual contributions and n is the number of families.
Rankvizvyz..2v,.

a. What is the size of the service under voluntary
contributions?

(Hint: Let yi be the contribution of family i. Identify
the payoff of family j as

Vi (yf i Zi;éjyi> - Vm(yj)Z'

What value of yj maximizes this expression?)

b. What contributions maximize the total social value

n n n
c. Zvj Zyj —l/mz (yj>2?
=1 =1 i=1
d. yii
n n
e. Letyu = % Z vjand62 = % Z(vj —,u)z.
j=1 J=1

Conclude that, under voluntary contributions, the
total value generated by the cooperative is

n 2 2
7 (W =0c?).
(Hint: It helps to know that
n n n n
2 1 2 1 2 2 1 2 _
SR DIUEI L DT DW IR DN
J=1 J=1 J=1 J=1

8.3 Local Public Goods 181



Chapter 9

Producer Theory: Costs

The basic theory of the firm regards the firm as a mechanism for transforming
productive inputs into final and intermediate goods and services. This process is
known as production. For instance, the smelting of copper or gold removes
impurities and makes the resulting product into a more valuable substance. Silicon
Valley transforms silicon, along with a thousand other chemicals and metals, into
computer chips used in everything from computers to toasters. Cooking transforms
raw ingredients into food, by adding flavor and killing bacteria. Moving materials to
locations where they have higher value is a form of production. Moving stone to a
building site to construct an exterior wall, bringing the King Tut museum exhibit to
Chicago, or qualifying a basketball team for the league playoffs are all examples of
different types of production. According to this simple view, a firm is comprised of
a technology or set of technologies for transforming materials into valuable goods
and to maximize profits. This “production function” view of the firm is appropriate
for some environments, when products and services are standardized and
technologies are widely available. However, in other settings, this way of thinking
about the firm is misleading, especially when the internal organization of the firm
is important. Nevertheless, the “production function” model of the firm is a natural
starting point to begin our investigation of competition.
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9.1 Types of Firms

1. A firm is owned by a single
individual (the proprietor) or a
family.

2. Firms owned by several
individuals who share profits
as well as liabilities of the firm
according to a specified
formula that varies by the
relative contribution and
potential cost of each partner.

3. A single entity owned by
shareholders.

LEARNING OBJECTIVE

1. What types of companies exist?

There are four varieties of firms created in law, although these types have several
subtypes. At one end is the proprietorship’, which is a firm owned by a single
individual (the proprietor) or perhaps by a family. The family farm and many
“mom-and-pop” restaurants and convenience stores are operated proprietorships.
Debts accrued by the proprietorship are the personal responsibility of the
proprietor. Legal and accounting firms are often organized as partnerships’.
Partnerships are firms owned by several individuals who share profits as well as
liabilities of the firm according to a specified formula that varies by the relative
contribution and potential cost of each partner in the firm. Thus, if a partner in a
law firm steals a client’s money and disappears, the other partners may be
responsible for absorbing some portion of the loss. In contrast, a corporation’ is
treated legally as a single entity owned by shareholders. Like a person, a
corporation can incur debt and is therefore responsible for repayment. This stands
in contrast to a partnership where particular individuals may be liable for debts
incurred. Hence, when the energy trader company Enron collapsed, the Enron
shareholders lost the value of their stock; however, they were not responsible for
repaying the debt that the corporation had incurred. Moreover, company
executives are also not financially responsible for debts of the corporation,
provided they act prudentially. If a meteor strikes a manufacturer and destroys the
corporation, the executives are not responsible for the damage or for the loans that
may not be repaid as a result. On the other hand, executives are not permitted to
break the law, as was the case with corporate officers at Archer Daniels Midland,
the large agricultural firm who colluded to fix the price of lysine and were
subsequently fined and jailed for their misdeeds, as was the corporation.

Corporations who shield company executives and shareholders from fines and
punishments are said to offer “limited liability.” So why would anyone in his or her
right mind organize a firm as a proprietorship or a partnership? The explanation is
that it is costly to incorporate businesses—about $1,000 per year at the time of this
writing—and corporations are taxed, so that many small businesses find it less
costly to be organized as proprietorships. Moreover, it may not be possible for a
family-owned corporation to borrow money to open a restaurant; for example,
potential lenders may fear not being repaid in the event of bankruptcy, so they
insist that owners accept some personal liability. So why are professional groups
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4, Firm that is prohibited from
distributing a profit to its
owners.

9.1 Types of Firms

organized as partnerships and not as corporations? The short answer is that a large
variety of hybrid, organizational forms exist instead. The distinctions are blurred,
and organizations like “Chapter S Corporations” and “Limited Liability
Partnerships” offer the advantages of partnerships (including avoidance of
taxation) and corporations. The disadvantages of these hybrids are the larger legal
fees and greater restrictions on ownership and freedom to operate that exist in
certain states and regions.

Usually proprietorships are smaller than partnerships, and partnerships are smaller
than corporations, though there are some very large partnerships (e.g., the Big Four
accounting firms) as well as some tiny corporations. The fourth kind of firm may be
of any size. It is distinguished primarily by its source of revenue and not by how it is
internally organized. The nonprofit firm* is prohibited from distributing a profit to
its owners. Religious organizations, academic associations, environmental groups,
most zoos, industry associations, lobbying groups, many hospitals, credit unions (a
type of bank), labor unions, private universities, and charities are all organized as
nonprofit corporations. The major advantage of nonprofit firms is their tax-free
status. In exchange for avoiding taxes, nonprofits must be engaged in government-
approved activities, suggesting that nonprofits operate for the social benefit of
some segment of society. So why can’t you establish your own nonprofit that
operates for your personal benefit in order to avoid taxes? Generally, you alone
isn’t enough of a socially worthy purpose to meet the requirements to form a
nonprofit.Certainly some of the nonprofit religious organizations created by
televangelists suggest that the nonprofit established for the benefit of a single
individual isn’t too far-fetched. Moreover, you can’t establish a nonprofit for a
worthy goal and not serve that goal but just pay yourself all the money the
corporation raises, because nonprofits are prohibited from overpaying their
managers. Overpaying the manager means not serving the worthy corporate goal as
well as possible. Finally, commercial activities of nonprofits are taxable. Thus, when
the nonprofit zoo sells stuffed animals in the gift shop, generally the zoo collects
sales tax and is potentially subject to corporate taxes.

The modern corporation is a surprisingly recent invention. Prior to World War I,
companies were typically organized as a pyramid with a president at the top and
vice presidents who reported to him at the next lower level, and so on.In a
pyramid, there is a well-defined chain of command, and no one is ever below two
distinct managers of the same level. The problem with a pyramid is that two retail
stores that want to coordinate have to contact their managers, and possibly their
manager’s managers, and so on up the pyramid until a common manager is
reached. There are circumstances where such rigid decision making is unwieldy,
and the larger the operation of a corporation, the more unwieldy it gets.
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9.1 Types of Firms

Four companies—Sears, DuPont, General Motors, and Standard Oil of New Jersey
(Exxon)—found that the pyramid didn’t work well for them. Sears found that its
separate businesses of retail stores and mail order required a mix of shared inputs
(purchased goods) but distinct marketing and warehousing of these goods.
Consequently, retail stores and mail order needed to be separate business units, but
the purchasing unit has to service both of them. Similarly, DuPont’s military
business (e.g., explosives) and consumer chemicals were very different operations
serving different customers yet often selling the same products so that again the
inputs needed to be centrally produced and to coordinate with two separate
corporate divisions. General Motors’s many car divisions are “friendly rivals,” in
which technology and parts are shared across the divisions, but the divisions
compete in marketing their cars to consumers. Again, technology can’t be housed
under just one division, but instead is common to all. Finally, Standard Oil of New
Jersey was attempting to create a company that managed oil products from oil
exploration all the way through to pumping gasoline into automobile gas tanks.
With such varied operations all over the globe, Standard 0Oil of New Jersey required
extensive coordination and found that the old business model needed to be
replaced. These four companies independently invented the modern corporation,
which is organized into separate business units. These business units run as
semiautonomous companies themselves, with one business unit purchasing inputs
at a negotiated price from another unit and selling outputs to a third unit. The
study of the internal organization of firms and its ramifications for competitiveness
is fascinating but beyond the scope of this book.If you want to know more about
organization theory, I happily recommend Competitive Solutions: The Strategist’s
Toolkit, by R. Preston McAfee, Princeton: Princeton University Press, 2002.
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KEY TAKEAWAYS

¢ The most basic theory of the firm regards the firm as a means of
transforming materials into other, more intermediate and final goods.
This is known as production.

* A proprietorship is a firm owned by an individual (the proprietor) or
perhaps a family and operated by a small number of people. The family
farm and many restaurants and convenience stores are operated in this
way. Debts accrued by the proprietorship are the personal responsibility
of the proprietor.

* Attorneys and accountants are often organized as partnerships.
Partnerships share profits according to a formula and are usually liable
for losses incurred by the partnership.

« A corporation is a legal entity that may incur debt, and has the
responsibility for repayment of that debt. The owners or officers of the
corporation are not liable for the repayment.

+ A large variety of hybrid, organizational forms exist.

¢ The nonprofit firm is prohibited from distributing a profit to its owners.
In exchange for avoiding taxes, nonprofits must be engaged in
government-approved activities that operate for the benefit of some
segment of society. Commercial activities of nonprofits are taxable.

« Large corporations are often organized into business units that are
semiautonomous affiliated companies.
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9.2 Production Functions

5. The mapping from inputs to an
output or outputs.

6. A production function that is
the product of each input, x,
raised to a given power.

LEARNING OBJECTIVES

1. How is the output of companies modeled?
2. Are there any convenient functional forms?

The firm transforms inputs into outputs. For example, a bakery takes inputs like
flour, water, yeast, labor, and heat and makes loaves of bread. An earth moving
company combines capital equipment, ranging from shovels to bulldozers with
labor in order to digs holes. A computer manufacturer buys parts “off-the-shelf”
like disk drives and memory, with cases and keyboards, and combines them with
labor to produce computers. Starbucks takes coffee beans, water, some capital
equipment, and labor to brew coffee.

Many firms produce several outputs. However, we can view a firm that is producing
multiple outputs as employing distinct production processes. Hence, it is useful to
begin by considering a firm that produces only one output. We can describe this
firm as buying an amount x; of the first input, x; of the second input, and so on
(we’ll use xn to denote the last input), and producing a quantity of the output. The
production function that describes this process is given by y = flx1, x2, ... , xn).

The production function’ is the mapping from inputs to an output or outputs.

For the most part we will focus on two inputs in this section, although the analyses
with more than inputs is “straightforward.”

Example: The Cobb-Douglas production function® is the product of each input, x,

raised to a given power. It takes the form f(x1, X2, ..., x,) = apx{" x3° ... x;".

The constants a; through an are typically positive numbers less than one. For

example, with two goods, capital K and labor L, the Cobb-Douglas function becomes
aoK“L°. We will use this example frequently. It is illustrated, for ap=1,a=1/3,and b

=2/3, in Figure 9.1 "Cobb-Douglas isoquants".
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7. Curves that describe all the
combinations of inputs that
produce the same level of
output.

8. A production function that

requires inputs be used in fixed
proportions to produce output.

9.2 Production Functions

Figure 9.1 Cobb-Douglas isoquants

K
100 —

R
1

5

Figure 9.1 "Cobb-Douglas isoquants" illustrates three isoquants for the Cobb-
Douglas production function. An isoquant’, which means “equal quantity,” is a
curve that describes all the combinations of inputs that produce the same level of
output. In this case, given a=1/3 and b =2/3, we can solve y = KLY for K to obtain K
=y> L% Thus, K = L gives the combinations of inputs yielding an output of 1, which
is denoted by the dark, solid line in Figure 9.1 "Cobb-Douglas isoquants" The
middle, gray dashed line represents an output of 2, and the dotted light-gray line
represents an output of 3. Isoquants are familiar contour plots used, for example, to
show the height of terrain or temperature on a map. Temperature isoquants are,
not surprisingly, called isotherms.

Isoquants provide a natural way of looking at
production functions and are a bit more useful to Figure 9.2 The production
examine than three-dimensional plots like the one function

provided in Figure 9.2 "The production function".

s _
2RI TTET
e

LT TH]
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flx1,x2,...,x,) = Min {alxl , X, ..., anxn}.
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The fixed-proportions production function® is a

production function that requires inputs be used in

fixed proportions to produce output. It has the property

that adding more units of one input in isolation does not necessarily increase the
quantity produced. For example, the productive value of having more than one
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9. Two goods that can be
substituted for each other at a
constant rate while
maintaining the same output
level.

10. The derivative of the
production function with
respect to an input.

9.2 Production Functions

shovel per worker is pretty low, so that shovels and diggers are reasonably modeled
as producing holes using a fixed-proportions production function. Moreover,
without a shovel or other digging implement like a backhoe, a barehanded worker
is able to dig so little that he is virtually useless. Ultimately, the size of the holes is
determined by min {number of shovels, number of diggers}. Figure 9.3 "Fixed-
proportions and perfect substitutes" illustrates the isoquants for fixed proportions.
As we will see, fixed proportions make the inputs “perfect complements.”

Figure 9.3 Fixed-proportions and perfect substitutes

|-

K

-

N
1
N

©
n
I
wn

o

_
- (%, ]

Ll L L 1 L & b 1 1 o L 1 1 I L L.I
—_
- n

ST TV IO S SO AN O/ OO O Y A O O I

o

Yt T rrrrrrr T K

0.5 1 1.5

B S S S R S S RN S M S S S s e e e il Y

0 0.5 1 1.5 2

o
N

Two inputs K and L are perfect substitutes in a production function f if they enter as
a sum; so that f(K, L, x3, ..., xn) = g(K + cL, x3, ... , xn) for a constant c. Another way of

thinking of perfect substitutes’ is that they are two goods that can be substituted
for each other at a constant rate while maintaining the same output level. With an
appropriate scaling of the units of one of the variables, all that matters is the sum of
the two variables, not their individual values. In this case, the isoquants are straight
lines that are parallel to each other, as illustrated in Figure 9.3 "Fixed-proportions
and perfect substitutes".

The marginal product' of an input is just the derivative of the production
function with respect to that input.This is a partial derivative, since it holds the
other inputs fixed. Partial derivatives are denoted with the symbol 8. An important
property of marginal product is that it may be affected by the level of other inputs
employed. For example, in the Cobb-Douglas case with two inputsThe symbol a is
the Greek letter “alpha.” The symbol S is the Greek letter “beta.” These are the first
two letters of the Greek alphabet, and the word alphabet itself originates from these
two letters. and for constant A,

f(K,L) = AK°L?,
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11. The marginal product times
the price of the output.

9.2 Production Functions

the marginal product of capital is
g —
2 (K,L) = aAK*' L.

If @ and f are between zero and one (the usual case), then the marginal product of
capital is increasing in the amount of labor, and it is decreasing in the amount of
capital employed. For example, an extra computer is very productive when there
are many workers and a few computers, but it is not so productive where there are
many computers and a few people to operate them.

The value of the marginal product'’ of an input is the marginal product times the
price of the output. If the value of the marginal product of an input exceeds the cost
of that input, it is profitable to use more of the input.

Some inputs are easier to change than others. It can take 5 years or more to obtain
new passenger aircraft, and 4 years to build an electricity generation facility or a
pulp and paper mill. Very skilled labor such as experienced engineers, animators,
and patent attorneys are often hard to find and challenging to hire. It usually
requires one to spend 3 to 5 years to hire even a small number of academic
economists. On the other hand, it is possible to buy shovels, telephones, and
computers or to hire a variety of temporary workers rapidly, in a day or two.
Moreover, additional hours of work can be obtained from an existing labor force
simply by enlisting them to work “overtime,” at least on a temporary basis. The
amount of water or electricity that a production facility uses can be varied each
second. A dishwasher at a restaurant may easily use extra water one evening to
wash dishes if required. An employer who starts the morning with a few workers
can obtain additional labor for the evening by paying existing workers overtime for
their hours of work. It will likely take a few days or more to hire additional waiters
and waitresses, and perhaps several days to hire a skilled chef. You can typically
buy more ingredients, plates, and silverware in one day, whereas arranging for a
larger space may take a month or longer.

The fact that some inputs can be varied more rapidly than others leads to the
notions of the long run and the short run. In the short run, only some inputs can be
adjusted, while in the long run all inputs can be adjusted. Traditionally, economists
viewed labor as quickly adjustable and capital equipment as more difficult to adjust.
That is certainly right for airlines—obtaining new aircraft is a very slow
process—for large complex factories, and for relatively low-skilled, and hence
substitutable, labor. On the other hand, obtaining workers with unusual skills is a
slower process than obtaining warehouse or office space. Generally speaking, the
long-run inputs are those that are expensive to adjust quickly, while the short-run
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factors can be adjusted in a relatively short time frame. What factors belong in
which category is dependent on the context or application under consideration.

KEY TAKEAWAYS

+ Firms transform inputs into outputs.

+ The functional relationship between inputs and outputs is the
production function.

¢ The Cobb-Douglas production function is the product of the inputs raised
to powers and comes in the form
f(x1 3 X2y eins xn) = agxfl xé’z e x,‘f” for positive constants ay,...,
an.

+ Anisoquant is a curve or surface that traces out the inputs leaving the
output constant.

+ The fixed-proportions production function comes in the form

f(x1,x2,...,Xx,) = min {a1 X1, ®mX2, ..., anxn}.

« Fixed proportions make the inputs “perfect complements.”

+ Two inputs K and L are perfect substitutes in a production function fif
they enter as a sum; that is, f(K, L, x3, ..., xn) = g(K + cL, x3, ..., xn), for a
constant c.

¢ The marginal product of an input is just the derivative of the production
function with respect to that input. An important aspect of marginal
products is that they are affected by the level of other inputs.

« The value of the marginal product of an input is just the marginal
product times the price of the output. If the value of the marginal
product of an input exceeds the cost of that input, it is profitable to use
more of the input.

+ Some inputs are more readily changed than others.

« In the short run, only some inputs can be adjusted, while in the long run
all inputs can be adjusted.

« Traditionally, economists viewed labor as quickly adjustable and capital
equipment as more difficult to adjust.

« Generally speaking, the long-run inputs are those that are expensive to
adjust quickly, while the short-run factors can be adjusted in a relatively
short time frame.
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EXERCISE

1. For the Cobb-Douglas production function, suppose there are two inputs
K and L, and the sum of the exponents is one. Show that, if each input is
paid the value of the marginal product per unit of the input, the entire
output is just exhausted. That is, for this production function, show

of o _
K% +L2 =f(K,L).
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9.3 Profit Maximization

12. A mathematical condition for
optimization stating that the
first derivative is zero.

LEARNING OBJECTIVE

1. If firms maximize profits, how will they behave?

Consider an entrepreneur who would like to maximize profit, perhaps by running a
delivery service. The entrepreneur uses two inputs, capital K (e.g., trucks) and labor
L (e.g., drivers), and rents the capital at cost r per dollar of capital. The wage rate
for drivers is w. The production function is F(K, L)—that is, given inputs K and L, the
output is F(K, L). Suppose p is the price of the output. This gives a profit
ofEconomists often use the symbol 7, the Greek letter “pi,” to stand for profit. There
is little risk of confusion because economics doesn’t use the ratio of the
circumference to the diameter of a circle very often. On the other hand, the other
two named constants, Euler’s e and i, the square root of -1, appear fairly frequently
in economic analysis.

n=pF(K,L)—rK —wL.

First, consider the case of a fixed level of K. The entrepreneur chooses L to
maximize profit. The value L* of L that maximizes the function = must satisfy

on oF

O=35L =P3r

(K, L*) — w.

This expression is known as a first-order condition'?, a mathematical condition for
optimization stating that the first derivative is zero.It is possible that L = 0 is the
best that an entrepreneur can do. In this case, the derivative of profit with respect
to L is not necessarily zero. The first-order condition instead would be either

0= % ,orL=0,and 0 > % .The latter pair of conditions reflects the logic that
either the derivative is zero and we are at a maximum, or L = 0, in which case a
small increase in L must not cause r to increase. The first-order condition
recommends that we add workers to the production process up to the point where

the last worker’s marginal product is equal to his wage (or cost).
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In addition, a second characteristic of a maximum is
that the second derivative is negative (or nonpositive).
This arises because, at a maximum, the slope goes from
positive (since the function is increasing up to the
maximum) to zero (at the maximum) to being negative
(because the function is falling as the variable rises past
the maximum). This means that the derivative is falling

Figure 9.4 Profit-
maximizing labor input
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or that the second derivative is negative. This logic is

illustrated in Figure 9.4 "Profit-maximizing labor
input".
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The second property is known as the second-order

condition'?, a mathematical condition for maximization

stating that the second derivative is nonpositive.The orders refer to considering
small, but positive, terms A, which are sent to zero to reach derivatives. The value
A2, the second-order term, goes to zero faster than A, the first-order term. It is
expressed as

or _ OF
@on? 7y

0>

(K, L¥).

This is enough of a mathematical treatment to establish comparative statics on the
demand for labor. Here we treat the choice L* as a function of another
parameter—the price p, the wage w, or the level of capital K. For example, to find
the effect of the wage on the labor demanded by the entrepreneur, we can write

oF
— k —_
O=p 5 (K,L* (w)) —w.

This expression recognizes that the choice L* that the entrepreneur makes satisfies
the first-order condition and results in a value that depends on w. But how does it
depend on w? We can differentiate this expression to obtain

0*F
0= K,L* L * -1,
P opE KoL DL (v
, 1
L* (w)= . <O0.
pZE (K, L * (w))

(oL)*
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14. Kind that states that choice
implies preference.

9.3 Profit Maximization

The second-order condition enables one to sign the derivative. This form of
argument assumes that the choice L* is differentiable, which is not necessarily true.

Digression: In fact, there is a form of argument that makes the point without
calculus and makes it substantially more general. Suppose w; < w; are two wage

levels and that the entrepreneur chooses L1 when the wage is wi and L, when the
wage is wz. Then profit maximization requires that these choices are optimal. In
particular, when the wage is w1, the entrepreneur earns higher profit with L; than
with Ly:

pf(K,Ly) —rK —wiLy 2 pf(K,Ly) —rK — wi L,
When the wage is wy, the entrepreneur earns higher profit with L, than with L;:
Pf(K,Ly) —rK —waLy > pf(K,Ly) — rK — w> L.

The sum of the left-hand sides of these two expressions is at least as large as the
sum of the right-hand side of the two expressions:

pf(K,Li)—rK —wiLi +pf(K,Ly) —rK —wyLy >
pf(K,L1)—rK —wyL1 +pf(K,Ly) —rK —wiL,

A large number of terms cancel to yield the following:
—wiLi —waLly > —woLy —wily
This expression can be rearranged to yield the following:
(w1 —w2)(Ly —Ly) 2 0.

This shows that the higher labor choice must be associated with the lower wage.
This kind of argument, sometimes known as a revealed preference' kind of
argument, states that choice implies preference. It is called “revealed preference”
because choices by consumers were the first place the type of argument was
applied. It can be very powerful and general, because issues of differentiability are
avoided. However, we will use the more standard differentiability-type argument,
because such arguments are usually more readily constructed.

The effect of an increase in the capital level K on the choice by the entrepreneur
can be calculated by considering L* as a function of the capital level K:
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9.3 Profit Maximization

oF
=p— (K,L*(K)) —
OPaL(, (K)) —w

Differentiating this expression with respect to K, we obtain

2 2
K,L*(K
e (K.L* (K) +

0=p L kL oL ),

or

Lot gy " (KL )
(K, L* (K))

((3L)2

We know the denominator of this expression is not positive, thanks to the second-
order condition, so the unknown part is the numerator. We then obtain the
conclusion that

an increase in capital increases the labor demanded by the entrepreneur if
P (K, L * (K)) > 0,and decreases the labor demanded if

F (K,L* (K)) < 0.

0K 6L

OK oL

This conclusion looks like gobbledygook but is actually quite intuitive. Note that

_PF.
0KoL
output with respect to labor; that is, an increase in capital increases the marginal

product of labor. But this is, in fact, the definition of a complement! That is,

(K, L * (K)) > Omeans that an increase in capital increases the derivative of

P (K,L* (K)) > Omeans that labor and capital are complements in
0K6L

production—an increase in capital increases the marginal productivity of labor.
Thus, an increase in capital will increase the demand for labor when labor and
capital are complements, and it will decrease the demand for labor when labor and
capital are substitutes.

This is an important conclusion because different kinds of capital may be
complements or substitutes for labor. Are computers complements or substitutes
for labor? Some economists consider that computers are complements to highly
skilled workers, increasing the marginal value of the most skilled, but substitutes
for lower-skilled workers. In academia, the ratio of secretaries to professors has
fallen dramatically since the 1970s as more and more professors are using machines
to perform secretarial functions. Computers have increased the marginal product of
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9.3 Profit Maximization

professors and reduced the marginal product of secretaries, so the number of
professors rose and the number of secretaries fell.

The revealed preference version of the effect of an increase in capital is to posit two
capital levels, K1 and K3, with associated profit-maximizing choices L, and L;. The
choices require, for profit maximization, that

pF(K\,L)—rK; —wL{ 2 pF(K|,Ly) —rK; —wL,
and

pF(Ky,Ly) —rKy —wLy > pF(Ky,L1) —rKy —wLy.

Again, adding the left-hand sides together produces a result at least as large as the
sum of the right-hand sides:

pF(Ky,Ly) —rKy —wLy + pF(K3,Ly) —rKy —wLy >
pF(Kz,Ll) —rK, — wlL, +pF(K1,L2) —rK|y — wL,.

Eliminating redundant terms yields
pF(K1,Ly) + pF(Ky, Ly) > pF(K>, Ly) + pF(Ky, L),
or
F(Ky,Ly) — F(Ky,Ly) > F(K>,Ly) — F(Ky, Ly),

or

K2 K2

oF oF
/ % ()C, Lz)dx Z / ﬁ (.X,Ll)dX,

K K
Here we use the standard convention that

a

b
/...dxz—/...dx.

b
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9.3 Profit Maximization

or
K>
oF oF
— (x,Ly)— — (x,Ly)dx > 0,
/aK(x 2) aK(x 1)dx
K
and finally
K, L,
OF (x,y)dydx > 0
X, x > 0.
okoL Y
K, L,
Thus, if K2 > K1 and%(K,L) > Ofor all K and L, then L, = Lq; that is, with

complementary inputs, an increase in one input increases the optimal choice of the
second input. In contrast, with substitutes, an increase in one input decreases the
other input. While we still used differentiability of the production function to carry
out the revealed preference argument, we did not need to establish that the choice
L* was differentiable to perform the analysis.

Example (Labor demand with the Cobb-Douglas production function): The Cobb-
Douglas production function has the form F(K,L) = AK 2P for constants A, a,
and B, all positive. It is necessary for 8 < 1 for the solution to be finite and well
defined. The demand for labor satisfies

OF
0=p 5 (K,L* (K)) —w = ppAK*L */=1 —y,

or

e (Pﬂﬂ)/

w

When a + =1, L is linear in capital. Cobb-Douglas production is necessarily
complementary; that is, an increase in capital increases labor demanded by the
entrepreneur.
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KEY TAKEAWAYS

« Profit maximization arises when the derivative of the profit function
with respect to an input is zero. This property is known as a first-order
condition.

« Profit maximization arises with regards to an input when the value of
the marginal product is equal to the input cost.

* A second characteristic of a maximum is that the second derivative is
negative (or nonpositive). This property is known as the second-order
condition.

« Differentiating the first-order condition permits one to calculate the
effect of a change in the wage on the amount of labor hired.

+ Revealed preference arguments permit one to calculate comparative
statics without using calculus, under more general assumptions.

¢ Anincrease in capital will increase the demand for labor when labor and
capital are complements, and it will decrease the demand for labor when
labor and capital are substitutes.

« Cobb-Douglas production functions are necessarily complements; hence,
any one input increases as the other inputs increase.
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EXERCISES

1. For the fixed-proportions production function min {K, L}, find labor
demand when capital is fixed at K.

2. The demand for hamburgers has a constant elasticity of 1 of the
form x(p) = 8,000 p - 1. Each entrant in this competitive industry

has a fixed cost of $2,000 and produces \/)7 hamburgers per
year, where x is the amount of meat in pounds.

a. If the price of meat is $2 per pound, what is the long-run
supply of hamburgers?

b. Compute the equilibrium number of firms, the quantity
supplied by each firm, and the market price of hamburgers.

c. Find the short-run industry supply. Does it have constant
elasticity?

3. A company that produces software needs two inputs,
programmers (x) at a price of p and computers (y) at a price of r.

The output is given by T = ax! 3y1/ 3, measured in pages of code.

a. What is the marginal cost?

b. Now suppose each programmer needs two computers to do
his job. What ratio of p and r would make this input mix
optimal?

4. A toy factory costs $2 million to construct, and the marginal cost
of the qth toy is max[10, q2 /1,000].

a. What is average total cost?
b. What is short-run supply?
c. What is the long-run competitive supply of toys?
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9.4 The Shadow Value

15. The value associated with a
constraint.

LEARNING OBJECTIVE

1. If a firm faces constraints on its behavior, how can we measure the costs
of these constraints?

When capital K can’t be adjusted in the short run, it creates a constraint, on the
profit available, to the entrepreneur—the desire to change K reduces the profit
available to the entrepreneur. There is no direct value of capital because capital is
fixed. However, that doesn’t mean we can’t examine its value. The value of capital is
called a shadow value'®, which refers to the value associated with a constraint.
Shadow value is well-established jargon.

What is the shadow value of capital? Let’s return to the constrained, short-run
optimization problem. The profit of the entrepreneur is

n=pFK,L)—rK —wL.

The entrepreneur chooses the value L* to maximize profit; however, he is
constrained in the short run with the level of capital inherited from a past decision.
The shadow value of capital is the value of capital to profit, given the optimal

decision L*. Because 0 = 2% = p S—ILU (K, L*) — wthe shadow value of capital is

oL
dn(K,L*) on(K,L*) oF
K = 9K =pa—K(K,L*)—r.

Note that this value could be negative if the entrepreneur might like to sell some
capital but can’t, perhaps because it is installed in the factory.

Every constraint has a shadow value. The term refers to the value of relaxing the
constraint. The shadow value is zero when the constraint doesn’t bind; for example,
the shadow value of capital is zero when it is set at the profit-maximizing level.
Technology binds the firm; the shadow value of a superior technology is the
increase in profit associated with it. For example, parameterize the production
technology by a parameter q, so that aF(K, L) is produced. The shadow value of a
given level of a is, in the short run,

dr(K, L¥) _ on(K, L¥)
da B da

= pF(K,L¥).

201



Chapter 9 Producer Theory: Costs

A term is vanishing in the process of establishing the shadow value. The desired
value L* varies with the other parameters like K and a, but the effect of these
parameters on L* doesn’t appear in the expression for the shadow value of the
parameter because 0 = % tL*.

KEY TAKEAWAYS

« When an input is fixed, its marginal value is called a shadow value.

« A shadow value can be negative when an input is fixed at too high a
level.

« Every constraint has a shadow value. The term refers to the value of
relaxing a constraint. The shadow value is zero when the constraint
doesn’t bind.

« The effect of a constraint on terms that are optimized may be safely
ignored in calculating the shadow value.
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9.5 Input Demand

LEARNING OBJECTIVES

1. How much will firms buy?
2. How do they respond to input price changes?

Over a long period of time, an entrepreneur can adjust both the capital and the
labor used at the plant. This lets the entrepreneur maximize profit with respect to
both variables K and L. We’ll use a double star, **, to denote variables in their long-
run solution. The approach to maximizing profit over two c separately with respect
to each variable, thereby obtaining the conditions

oF
0=p— (K ** L*%*) —
paL( ) —w

and

OF
0=p 2 (K** L*%) —r
Pog ¢ )=

We see that, for both capital and labor, the value of the marginal product is equal to
the purchase price of the input.

It is more challenging to carry out comparative statics exercises with two variables,
and the general method won’t be developed here.If you want to know more, the
approach is to arrange the two equations as a vector with x = (K, L), z = (r/p, w/p), so
that 0 = F' (x * *) — z,and then differentiate to obtain

—1
dx * * = (F' (x * *)) dz,which can then be solved for each comparative static.
However, we can illustrate one example as follows.

Example: The Cobb-Douglas production function implies choices of capital and labor
satisfying the following two first-order conditions:It is necessary for a + < 1 for
the solution to be finite and well defined.

oF
0=p—r (K**L*%) —w=ppAK* w@ [ow whl
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oF
O:Pa—K(K**,L**)—rzpaAK* wo=l o wb _p

To solve these expressions, first rewrite them to obtain
w = pPAK * ** [ * xf—1
and
r=paAK * #b % %P
Then divide the first expression by the second expression to yield

wo pK*

or

K**:ﬂL* *

pr

This can be substituted into either equation to obtain

pon_ (A \TT
B rawl-a
and
1
— 1—a—
o [APETTE T

rl=Pywh

While these expressions appear complicated, the dependence on the output price p,
and the input prices r and w, is quite straightforward.

How do equilibrium values of capital and labor respond to a change in input prices
or output price for the Cobb-Douglas production function? It is useful to cast these
changes in percentage terms. It is straightforward to demonstrate that both capital
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16. Line that holds constant the
expenditure on inputs.

9.5 Input Demand

and labor respond to a small percentage change in any of these variables with a
constant percentage change.

An important insight of profit maximization is that it implies minimization of costs
of yielding the chosen output; that is, profit maximization entails efficient production.

The logic is straightforward. The profit of an entrepreneur is revenue minus costs,
and the revenue is price times output. For the chosen output, then, the
entrepreneur earns the revenue associated with the output, which is fixed since we
are considering only the chosen output, minus the costs of producing that output.
Thus, for the given output, maximizing profits is equivalent to maximizing a
constant (revenue) minus costs. Since maximizing -C is equivalent to minimizing C,
the profit-maximizing entrepreneur minimizes costs. This is important because
profit-maximization implies not being wasteful in this regard: A profit-maximizing
entrepreneur produces at least cost.

There are circumstances where the cost-minimization
feature of profit maximization can be used, and this is Figure 9.5 Tangency and
especially true when a graphical approach is taken. The  1s0quants

graphical approach to profit maximization is illustrated
in Figure 9.5 "Tangency and Isoquants". The curve
represents an isoquant, which holds constant the
output. The straight lines represent isocost'® lines,
which hold constant the expenditure on inputs. Isocost
lines solve the problem rK + wL = constant and thus have

dK w . .
slope - = — = Isocost lines are necessarily

parallel—they have the same slope. Moreover, the cost
associated with an isocost line rises the farther
northeast we go in the graph, or the farther away from
the origin.

What point on an isoquant minimizes total cost? The answer is the point associated
with the lowest (most southwest) isocost that intersects the isoquant. This point
will be tangent to the isoquant and is denoted by a star. At any lower cost, it isn’t
possible to produce the desired quantity. At any higher cost, it is possible to lower
cost and still produce the quantity.

The fact that cost minimization requires a tangency between the isoquant and the
isocost has a useful interpretation. The slope of the isocost is minus the ratio of
input prices. The slope of the isoquant measures the substitutability of the inputs in
producing the output. Economists call this slope the marginal rate of technical
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substitution'’, which is the amount of one input needed to make up for a decrease
in another input while holding output constant. Thus, one feature of cost
minimization is that the input price ratio equals the marginal rate of technical
substitution.

KEY TAKEAWAYS

« In the long run, all inputs can be optimized, which leads to multiple
first-order conditions.

« The solution can be illustrated graphically and computed explicitly for
Cobb-Douglas production functions.

+ An important implication of profit maximization is cost
minimization—output is produced by the most efficient means possible.

+ Cost minimization occurs where the ratio of the input prices equals the
slope of the isocost curve, known as the marginal rate of technical
substitution, which is the amount of one input needed to make up for a
decrease in another input and hold output constant.

EXERCISE

1. For the Cobb-Douglas production function F(K, L) = AK 2LP, show

r OL*™ a w  OL*F 1—a
that ~ = = =~ 15 T o = T-ap’
p oL¥ ) < 1-5
L+ op  T—af K= o 1-afp’
w o OKFE i p_oKH
ko ow - Teag ™ om0 T Toag

17. The amount of one input
needed to make up for a
decrease in another input
while holding output constant.
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9.6 Myriad Costs

18. The total cost of output with

only short-run factors varying.

19. The derivative of short-run
total cost with respect to
output.

LEARNING OBJECTIVE

1. What are the different ways of measuring costs, and how are they
related to the amount of time the firm has to change its behavior?

How much does it cost to produce a given quantity q? We already have a detailed
answer to this question, but now we need to focus less on the details and more on
the “big picture.” First, let’s focus on the short run and suppose L is adjustable in
the short run but K is not. Then the short-run total cost'® of producing q,—that is,
the total cost of output with only short-term factors varying—given the capital
level, is

SRTC(qIK) = min rK + wL, over all L satisfying F(K, L) > g.
L

In words, this equation says that the short-run total cost of the quantity g, given the
existing level K, is the minimum cost, where L gets to vary (which is denoted by
“min over L”) and where the L considered is large enough to produce g. The vertical
line | is used to indicate a condition or conditional requirement; here |K indicates
that K is fixed. The minimum lets L vary but not K. Finally, there is a constraint F(K,
L) = q, which indicates that one must be able to produce g with the mix of inputs
because we are considering the short-run cost of g.

The short-run total cost of g, given K, has a simple form. First, since we are
minimizing cost, the constraint F(K, L) = g will be satisfied with equality, F(K, L) = q.
This equation determines L, since K is fixed; that is, F'(K, Lg(g, K)) = ggives the
short-run value of L, LS(g, K). Finally, the cost is then rK + wL = rK + wLS(q, K).

The short-run marginal cost'’, given K, is just the derivative of short-run total
cost with respect to output, g. To establish the short-run marginal cost, note that
the equation F(K, L) = q implies

oF

— (K, L¢(q, K))dL =
aL( ,Ls(q,K))dL = dgq,

or
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20. The total cost minus the cost of
producing zero units.

21. The average cost ignoring the
investment in capital
equipment.

22. The average of the total cost
per unit of output.

23. The difference between
variable cost and total cost.

9.6 Myriad Costs

dL 1

dqlr—q %L (K, Ls(q,K))

The tall vertical line, subscripted with F = g, is used to denote the constraint F(K, L) =
q that is being differentiated. Thus, the short-run marginal cost is

srRmMC(qlk) = SRTC' (q) = % (rK + wL) = WZ’_I; F=q £(+s(qu<)) '
- oL N ?

There are three other short-run costs we require to complete the analysis. First,
there is the short-run average cost of production that we obtain by dividing the
total cost by the quantity produced:

SRAC(q|K) = M .

Second, there is the short-run variable cost? that is the total cost minus the cost
of producing zero units—that is, minus the fixed cost—which in this case is rK.
Finally, we need one more short-run cost: the short-run average variable cost. The
short-run average variable cost is the short-run variable cost divided by quantity,
which is given,

SRTC(q|K) — SRTC(O|K Ls(glK
SRAVC(q|K) = (g|K) - OK) _w s;q| ) |

The short-run average variable cost’' is the average cost ignoring the investment
in capital equipment.

The short-run average cost* could also be called the short-run average total cost,
since it is the average of the total cost per unit of output, but “average total” is a bit
of an oxymoron.An oxymoron is a word or phrase that is self-contradictory, like
“jumbo shrimp,” “stationary orbit,” “virtual reality,” “modern tradition,” or
“pretty ugly.” Oxymoron comes from the Greek “oxy,” meaning sharp, and
“moros,” meaning dull. Thus, oxymoron is itself an oxymoron, so an oxymoron is
self-descriptive. Another word that is self-descriptive is “pentasyllabic.”
Consequently, when total, fixed, or variable is not specified, the convention is to
mean total. Note that the marginal variable cost is the same as the marginal total
costs, because the difference between variable cost and total cost is a constant—the
cost of zero production, also known as the short-run fixed cost™ of production.

7 7
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24. The total cost of output with all
factors varying.

25. The long-run total cost divided
by output.

9.6 Myriad Costs

At this point, we have identified four distinct costs, all of which are relevant to the
short run. These are the total cost, the marginal cost, the average cost, and the
average variable cost. In addition, all of these costs may be considered in the long
run as well. There are three differences in the long run. First, the long run lets all
inputs vary, so the long-run total cost* is the total cost of output with all factors
varying. In this case, LRTC(q)=r£1}(an + wL over all L and K combinations

satisfying F(K, L) z q.

Second, since all inputs can vary, the long-run cost isn’t conditioned on K. Finally,
the long-run average variable cost® is the long-run total cost divided by output;
it is also known as the long-run average total cost. Since a firm could use no inputs
in the long run and thus incur no costs, the cost of producing zero is zero.
Therefore, in the long run, all costs are variable, and the long-run average variable
cost is the long-run average total cost divided by quantity.

Note that the easiest way to find the long-run total cost is to minimize the short-
run total cost over K. Since this is a function of one variable, it is straightforward to
identify the K that minimizes cost, and then plug that K into the expression for total
cost.

One might want to distinguish the very short run from the short run, the medium
run, the long run, and the very long run.. But a better approach is to view
adjustment as a continuous process, with a gradual easing of the constraints. Faster
adjustment costs more. Continuous adjustment is a more advanced topic, requiring
an Euler equation approach.
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KEY TAKEAWAYS

9.6 Myriad Costs

The short-run total cost is the minimum cost of producing a given

quantity minimized over the inputs variable in the short run. Sometimes

the word total is omitted.

The short-run fixed cost is the short-run total cost at a zero quantity.
The short-run marginal cost, given K, is just the derivative of the short-
run total cost with respect to quantity.

The short-run average cost is the short-run total cost divided by
quantity.

The short-run average variable cost is the short-run total cost minus the
short-run fixed cost, all divided by quantity.

Marginal variable cost is the same as the marginal total costs, because
the difference between total cost and variable cost is the fixed cost of
production, a constant.

The long-run total cost is the minimum cost of producing a given
quantity minimized over all inputs. Sometimes the word total is
omitted.

The long-run fixed cost is zero.

The long-run marginal cost is the derivative of the long-run total cost
with respect to quantity.

The long-run average cost is the long-run total cost divided by quantity.
The long-run average variable cost equals the long-run average cost.
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EXERCISES

9.6 Myriad Costs

1. For the Cobb-Douglas production function

F(K,L) =AK ALP with a + B <1, K fixed in the short run
but not in the long run, and cost r of capital and w for labor,
show

1
_ 4 _\»
SRTC(qlK) = 7K + w( = ) ;
1-f
g’
SRAVC(q|K) =w =
(AK®) P
1§

g’
SRMC(q|K) =W ——
B(AK®) P

9

B a
o L e €L
LRTC(qlK) = (% > e + (é ) atp w a+p ra+/3 ( ) a+f .

|

. Consider a cost function of producing an output q of the form c(q)

= g% + 2q + 16. Determine the following:

a. Marginal cost
b. Average cost
c. Average variable cost

Graph the long-run supply curve, assuming the cost function is
for a single plant and can be replicated without change.
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How do shocks affect competitive markets?
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Chapter 10 Producer Theory: Dynamics

10.1 Reactions of Competitive Firms

LEARNING OBJECTIVE

1. How does a competitive firm respond to price changes?

In this section, we consider a competitive firm (or entrepreneur) that can’t affect
the price of output or the prices of inputs. How does such a competitive firm
respond to price changes? When the price of the output is p, the firm earns profits
7 = pq — c(q|K),where c(q|K) is the total cost of producing, given that the firm
currently has capital K. Assuming that the firm produces at all, it maximizes profits
by choosing the quantity gs satisfying 0 = p — ¢’(g,|K);which is the quantity
where price equals marginal cost. However, this is a good strategy only if producing

a positive quantity is desirable, so that pg, — ¢(¢,|K) > —c(0, K),which maybe

c(gq4|K)—c(0,K)

rewritten as p > .The right-hand side of this inequality is the average

s

variable cost of production, and thus the inequality implies that a firm will produce,
provided price exceeds the average variable cost. Thus, the profit-maximizing firm
produces the quantity gs, where price equals marginal cost, provided price is as
large as minimum average variable cost. If price falls below minimum average
variable cost, the firm shuts down.

The behavior of the competitive firm is illustrated in Figure 10.1 "Short-run
supply". The thick line represents the choice of the firm as a function of the price,
which is on the vertical axis. Thus, if the price is below the minimum average
variable cost (AVC), the firm shuts down. When price is above the minimum average
variable cost, the marginal cost gives the quantity supplied by the firm. Thus, the
choice of the firm is composed of two distinct segments: the marginal cost, where
the firm produces the output such that price equals marginal cost; and shutdown,
where the firm makes a higher profit, or loses less money, by producing zero.

Figure 10.1 "Short-run supply" also illustrates the average total cost, which doesn’t
affect the short-term behavior of the firm but does affect the long-term behavior
because, when price is below average total cost, the firm is not making a profit.
Instead, it would prefer to exit over the long term. That is, when the price is
between the minimum average variable cost and the minimum average total cost, it
is better to produce than to shut down; but the return on capital was below the cost
of capital. With a price in this intermediate area, a firm would produce but would
not replace the capital, and thus would shut down in the long term if the price were
expected to persist. As a consequence, minimum average total cost is the long-run
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Chapter 10 Producer Theory: Dynamics

“shutdown” point for the competitive firm. (Shutdown may refer to reducing

capital rather than literally setting capital to zero.) Similarly, in the long term, the
firm produces the quantity where the price equals the long-run marginal cost.

Figure 10.1 "Short-run supply" illustrates one other
fact: The minimum of average cost occurs at the point
where marginal cost equals average cost. To see this, let
C(q) be total cost, so that average cost is C(q)/q. Then the
minimum of average cost occurs at the point satisfying

0 4 C@ _C@ @

dqg g q 9’
. . ’ _ Cq
But this can be rearranged to imply C"(¢q) = —=,

where marginal cost equals average cost at the
minimum of average cost.

Figure 10.1 Short-run

ATC

The long-run marginal cost has a complicated relationship to short-run marginal
cost. The problem in characterizing the relationship between long-run and short-
run marginal costs is that some costs are marginal in the long run that are fixed in
the short run, tending to make long-run marginal costs larger than short-run

marginal costs. However, in the long run, the assets can be configured optimally,

While some assets are fixed in the short run, and this optimal configuration tends

to make long-run costs lower.

Instead, it is more useful to compare the long-run average total costs and short-run

average total costs. The advantage is that capital costs are included in short-run

average total costs. The result is a picture like Figure 10.2 "Average and marginal

costs".

10.1 Reactions of Competitive Firms
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In Figure 10.2 "Average and marginal costs", the short
run is unchanged—there is a short-run average cost, Figure 102 Average and

short-run average variable cost, and short-run marginal  arginal costs

cost. The long-run average total cost has been added, in

such a way that the minimum average total cost occurs

at the same point as the minimum short-run average o
cost, which equals the short-run marginal cost. This is
the lowest long-run average cost, and has the nice
property that long-run average cost equals short-run
average total cost equals short-run marginal cost. @
However, for a different output by the firm, there would

necessarily be a different plant size, and the three-way

equality is broken. Such a point is illustrated in Figure

10.3 "Increased plant size".

LRAT
SRAV

In Figure 10.3 "Increased plant size", the quantity produced is larger than the
quantity that minimizes long-run average total cost. Consequently, as is visible in
the figure, the quantity where short-run average cost equals long-run average cost
does not minimize short-run average cost. What this means is that a factory
designed to minimize the cost of producing a particular quantity won’t necessarily
minimize short-run average cost. Essentially, because the long-run average total
cost is increasing, larger plant sizes are getting increasingly more expensive, and it
is cheaper to use a somewhat “too small” plant and more labor than the plant size
with the minimum short-run average total cost. However, this situation wouldn’t
likely persist indefinitely because, as we shall see, competition tends to force price
to the minimum long-run average total cost. At this point, then, we have the three-
way equality between long-run average total cost, short-run average total cost, and
short-run marginal cost.

Figure 10.3 Increased plant
size

SRM
SRA

LRAT
SRAV
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KEY TAKEAWAYS

The profit-maximizing firm produces the quantity where price equals
marginal cost, provided price is as large as minimum average variable
cost. If price falls below minimum average variable cost, the firm shuts
down.

When price falls below short-run average cost, the firm loses money. If
price is above average variable cost, the firm loses less money than it
would by shutting down; once price falls below short-run average
variable cost, shutting down entails smaller losses than continuing to
operate.

The minimum of average cost occurs at the point where marginal cost
equals average cost.

If price is below long-run average cost, the firm exits in the long run.
Every point on long-run average total cost must be equal to a point on
some short-run average total cost.

The quantity where short-run average cost equals long-run average cost
need not minimize short-run average cost if long-run average cost isn’t
constant.

EXERCISE

1.

10.1 Reactions of Competitive Firms

.

2K °
is fixed in the short run. What is short-run average total cost and what is
marginal cost? Plot these curves. For a given quantity qo, what level of

Suppose a company has total cost given by 7K + where capital K

capital minimizes total cost? What is the minimum average total cost of
q0?
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10.2 Economies of Scale and Scope

1. Situation that exists when
larger scale lowers average
cost.

LEARNING OBJECTIVES

1. When firms get bigger, when do average costs rise or fall?
2. How does size relate to profit?

An economy of scale'—that larger scale lowers cost—arises when an increase in
output reduces average costs. We met economies of scale and its opposite,
diseconomies of scale, in the previous section, with an example where long-run
average total cost initially fell and then rose, as quantity was increased.

What makes for an economy of scale? Larger volumes of productions permit the
manufacture of more specialized equipment. If I am producing a million identical
automotive taillights, I can spend $50,000 on an automated plastic stamping
machine and only affect my costs by 5 cents each. In contrast, if I am producing
50,000 units, the stamping machine increases my costs by a dollar each and is much
less economical.

Indeed, it is somewhat more of a puzzle to determine what produces a diseconomy
of scale. An important source of diseconomies is managerial in nature—organizing a
large, complex enterprise is a challenge, and larger organizations tend to devote a
larger percentage of their revenues to management of the operation. A bookstore
can be run by a couple of individuals who rarely, if ever, engage in management
activities, where a giant chain of bookstores needs finance, human resource, risk
management, and other “overhead” type expenses just in order to function.
Informal operation of small enterprises is replaced by formal procedural rules in
large organizations. This idea of managerial diseconomies of scale is reflected in the
aphorism “A platypus is a duck designed by a committee.”

In his influential 1975 book The Mythical Man-Month, IBM software manager Fred
Books describes a particularly severe diseconomy of scale. Adding software
engineers to a project increases the number of conversations necessary between
pairs of individuals. If there are n engineers, there are %n (n - 1) pairs, so that
communication costs rise at the square of the project size. This is pithily
summarized in Brooks’ Law: “Adding manpower to a late software project makes it
later.”
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2. Situation that exists when
producing more related goods
lowers average cost.

3. An economy of scale that
operates at the industry level,
not the individual firm level.

Another related source of diseconomies of scale involves system slack. In essence, it
is easier to hide incompetence and laziness in a large organization than in a small
one. There are a lot of familiar examples of this insight, starting with the Peter
Principle, which states that people rise in organizations to the point of their own
incompetence, meaning that eventually people cease to do the jobs that they do
well.Laurence Johnston Peter (1919-1990). The notion that slack grows as an
organization grows implies a diseconomy of scale.

Generally, for many types of products, economies of scale from production
technology tend to reduce average cost, up to a point where the operation becomes
difficult to manage. Here the diseconomies tend to prevent the firm from
economically getting larger. Under this view, improvements in information
technologies over the past 20 years have permitted firms to get larger and larger.
While this seems logical, in fact firms aren’t getting that much larger than they
used to be; and the share of output produced by the top 1,000 firms has been
relatively steady; that is, the growth in the largest firms just mirrors world output
growth.

Related to an economy of scale is an economy of scope’. An economy of scope is a
reduction in cost associated with producing several distinct goods. For example,
Boeing, which produces both commercial and military jets, can amortize some of its
research and development (R&D) costs over both types of aircraft, thereby reducing
the average costs of each. Scope economies work like scale economies, except that
they account for advantages of producing multiple products, where scale economies
involve an advantage of multiple units of the same product.

Economies of scale can operate at the level of the individual firm but can also
operate at an industry level. Suppose there is an economy of scale in the production
of an input. For example, there is an economy of scale in the production of disk
drives for personal computers. This means that an increase in the production of PCs
will tend to lower the price of disk drives, reducing the cost of PCs, which is a scale
economy. In this case, it doesn’t matter to the scale economy whether one firm or
many firms are responsible for the increased production. This is known as an
external economy of scale’, or an industry economy of scale, because the scale
economy operates at the level of the industry rather than in the individual firm.
Thus, the long-run average cost of individual firms may be flat, while the long-run
average cost of the industry slopes downward.

Even in the presence of an external economy of scale, there may be diseconomies of
scale at the level of the firm. In such a situation, the size of any individual firm is
limited by the diseconomy of scale, but nonetheless the average cost of production
is decreasing in the total output of the industry, through the entry of additional
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firms. Generally there is an external diseconomy of scale if a larger industry drives
up input prices; for example, increasing land costs. Increasing the production of
soybeans significantly requires using land that isn’t so well suited for them, tending
to increase the average cost of production. Such a diseconomy is an external
diseconomy rather than operating at the individual farmer level. Second, there is
an external economy if an increase in output permits the creation of more
specialized techniques and a greater effort in R&D is made to lower costs. Thus, if
an increase in output increases the development of specialized machine tools and
other production inputs, an external economy will be present.

An economy of scale arises when total average cost falls as the number of units
produced rises. How does this relate to production functions? We let y = flx, x2, ...,
xn) be the output when the n inputs x1, x2, ... ,xn are used. A rescaling of the inputs
involves increasing the inputs by a fixed percentage; e.g., multiplying all of them by
the constant A (the Greek letter “lambda”), where A > 1. What does this do to
output? If output goes up by more than A, we have an economy of scale (also known
as increasing returns to scale®): Scaling up production increases output
proportionately more. If output goes up by less than A, we have a diseconomy of
scale, or decreasing returns to scale’. And finally, if output rises by exactly A, we
have constant returns to scale’. How does this relate to average cost? Formally,
we have an economy of scale if f(Ax1, Axy, ..., Ax,) > Af (x1,x2, ..., x,)if A> 1.

This corresponds to decreasing average cost. Let wy be the price of input one, w; the

price of input two, and so on. Then the average cost of producing y = f(x1, x2, ... , xn)
. _ WiX1+waxo+...+w,x,
Is AVC= Jx1x2,...00)

What happens to average cost as we scale up production by A > 17 Call this AVC(A).

AVC() WiAxy + walxo + ... + wyix, Wix1 +waxo + ... +w,
4, Situation that exists when - -
increasing all inputs by the f@xy, Axa, . Axy) fOxy, 2x2, . Axy)
same scalar factor increases )
output by more than the scalar — f(X1,X2, ,)Cn) AVC(I)
factor. f(Ax1,Ax0, ..., Axy)
5. Situation that exists when
increasing all inputs by the Thus, average cost falls if there is an economy of scale and rises if there is a

same scalar factor increases

output by less than the scalar diseconomy of scale.

factor.
6. Situation that exists when Another insight about the returns to scale concerns the value of the marginal
increasing all inputs by the product of inputs. Note that if there are constant returns to scale, then

same scalar factor increases
output by that scalar factor.
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o of of _d
on T o T T gy, T dzf(ﬂxl’ﬂxz,---,ﬂxn)L
o fAx, Axa, e, Axg) = f(n, X2, LX)

_/llmll -1 =fx1,%2, ..., %)

0) 0)
The value Efl is the marginal product of input x;, and similarly gfz is the marginal

product of the second input, and so on. Consequently, if the production function
exhibits constant returns to scale, it is possible to divide up output in such a way
that each input receives the value of the marginal product. That is, we can give

0) 0)
X1 gflto the suppliers of input one, x; gfzto the suppliers of input two, and so on;
and this exactly uses up all of the output. This is known as “paying the marginal

product,” because each supplier is paid the marginal product associated with the
input.

If there is a diseconomy of scale, then paying the marginal product is feasible; but
there is generally something left over, too. If there are increasing returns to scale
(an economy of scale), then it is not possible to pay all the inputs their marginal

0 P b
product; that is, x| gfl + xp gfz + ...+ x, % > f(X1,X2, ..., Xp).
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KEY TAKEAWAYS

+ An economy of scale arises when an increase in output reduces average
costs.

+ Specialization may produce economies of scale.

 An important source of diseconomies is managerial in
nature—organizing a large, complex enterprise is a challenge, and larger
organizations tend to devote a larger percentage of their revenues to
management of the operation.

+ An economy of scope is a reduction in cost associated with producing
several related goods.

+ Economies of scale can operate at the level of the individual firm but can
also operate at an industry level. At the industry level, scale economies
are known as an external economies of scale or an industry economies
of scale.

« The long-run average cost of individual firms may be flat, while the
long-run average cost of the industry slopes downward.

« Generally there is an external diseconomy of scale if a larger industry
drives up input prices. There is an external economy if an increase in
output permits the creation of more specialized techniques and a
greater effort in R&D is made to lower costs.

¢ A production function has increasing returns to scale if an increase in all
inputs by a constant factor A increases output by more than A.

¢ A production function has decreasing returns to scale if an increase in
all inputs by a constant factor A increases output by less than A.

« The production function exhibits increasing returns to scale if and only
if the cost function has an economy of scale.

« When there is an economy of scale, the sum of the values of the
marginal product exceeds the total output. Consequently, it is not
possible to pay all inputs their marginal product.

+ When there is a diseconomy of scale, the sum of the values of the
marginal product is less than the total output. Consequently, it is
possible to pay all inputs their marginal product and have something
left over for the entrepreneur.
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EXERCISES

1. Given the Cobb-Douglas production function

fx1,x2,...,X,) = xfl xgz et x,cll” ,show that there is constant
returns to scaleif @ + a» + ... + a, = 1,increasing returns to

scaleifa; + a» + ... + a, > 1, and decreasing returns to scale if
a+am+...+a, <l

2

2. Suppose a company has total cost given by 7K + ;]_K , Where capital K

can be adjusted in the long run. Does this company have an economy of

scale, diseconomy of scale, or constant returns to scale in the long run?
3. A production function f is homogeneous of degree r if

fUAx1,Ax0, ..., Axy,) = /Vf(xl ,X2, ... ,X,).Consider a firm with

a production function that is homogeneous of degree r. Suppose further

that the firm pays the value of marginal product for all of its inputs.

Show that the portion of revenue left overis 1 - r.
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10.3 Dynamics With Constant Costs

7. The point where both long-run
demand equals long-run supply
and short-run demand equals
short-run supply.

LEARNING OBJECTIVE

1. How do changes in demand or cost affect the short- and long-run prices
and quantities traded?

Having understood how a competitive firm responds to price and input cost
changes, we consider how a competitive market responds to demand or cost
changes.

The basic picture of a long-run equilibrium is presented

in Figure 10.4 "Long-run equilibrium". There are three Figure 104 Long-run
curves, all of which are already familiar. First, there is equilibrium
demand, considered in the first chapter. Here, demand ,
is taken to be the “per-period” demand. Second, there is 5

the short-run supply, which reflects two components—a v
shutdown point at minimum average variable cost, and e
quantity such that price equals short-run marginal cost

above that level. The short-run supply, however, is the 0
market supply level, which means that it sums up the
individual firm effects. Finally, there is the long-run
average total cost at the industry level, thus reflecting
any external diseconomy or economy of scale. As drawn in Figure 10.4 "Long-run
equilibrium", there is no long-run scale effect. The long-run average total cost is
also the long-run industry supply.This may seem confusing, because supply is
generally the marginal cost, not the average cost. However, because a firm will quit
producing in the long-term if price falls below its minimum average cost, the long-
term supply is just the minimum average cost of the individual firms because this is
the marginal cost of the industry.

i
QO

As drawn, the industry is in equilibrium, with price equal to Py, which is the long-
run average total cost, and also equates short-run supply and demand. That is, at
the price of Py, and industry output of Qo, no firm wishes to shut down, no firm can
make positive profits from entering, there is no excess output, and no consumer is
rationed. Thus, no market participant has an incentive to change his or her
behavior, so the market is in both long-run and short-run equilibrium. In long-run
equilibrium’, long-run demand equals long-run supply, and short-run demand
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8. The point where short-run
demand equals short-run

supply.

equals short-run supply, so the market is also in short-run equilibrium®, where
short-run demand equals short-run supply.

Now consider an increase in demand. Demand might increase because of population
growth, or because a new use for an existing product is developed, or because of
income growth, or because the product becomes more useful. For example, the
widespread adoption of the Atkins diet increased demand for high-protein products
like beef jerky and eggs. Suppose that the change is expected to be permanent. This
is important because the decision of a firm to enter is based more on expectations
of future demand than on present demand.

Figure 10.5 "A shift in demand" reproduces the equilibrium figure, but with the
curves “grayed out” to indicate a starting position and a darker, new demand curve,
labeled D;.

The initial effect of the increased demand is that the
price is bid up, because there is excess demand at the Figure 105 4 shift in
old price, Py. This is reflected by a change in both price demand

and quantity to P; and Q1 to the intersection of the ,

short-run supply (SRS) and the new demand curve. This
is a short-run equilibrium, and persists temporarily
because, in the short run, the cost of additional supply is
higher.

L R -2 (

PB
LRATC=LRS

At the new, short-run equilibrium, price exceeds the

long-run supply (LRS) cost. This higher price attracts

new investment in the industry. It takes some time for

this new investment to increase the quantity supplied, but over time the new
investment leads to increased output, and a fall in the price, as illustrated in Figure
10.6 "Return to long-run equilibrium".

As new investment is attracted into the industry, the short-run supply shifts to the
right because, with the new investment, more is produced at any given price level.
This is illustrated with the darker short-run supply, SRS;. The increase in price
causes the price to fall back to its initial level and the quantity to increase still
further to Q.
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It is tempting to think that the effect of a decrease in

demand just retraces the steps of an increase in Figure 10,6 Return to long-
demand, but that isn’t correct. In both cases, the first run equilibrium

effect is the intersection of the new demand with the
old short-run supply. Only then does the short-run
supply adjust to equilibrate the demand with the long- TR
run supply; that is, the initial effect is a short-run & 7 " /&m

equilibrium, followed by adjustment of the short-run
supply to bring the system into long-run equilibrium. B
Moreover, a small decrease in demand can have a — e
qualitatively different effect in the short run than a

large decrease in demand, depending on whether the

decrease is large enough to induce immediate exit of

firms. This is illustrated in Figure 10.7 "A decrease in demand".

In Figure 10.7 "A decrease in demand", we start at the long-run equilibrium where
LRS and Dg and SRSy all intersect. If demand falls to D1, the price falls to the

intersection of the new demand and the old short-run supply, along SRSo. At that

point, exit of firms reduces the short-run supply and the price rises, following along
the new demand D;.

If, however, the decrease in demand is large enough to

push the industry to minimum average variable cost, Figure 107 4 decrease in
there is immediate exit. In Figure 10.8 "A big decrease in  Jeimand

demand", the fall in demand from Dg to D is sufficient

to push the price to minimum average variable cost,
which is the shutdown point of suppliers. Enough
suppliers have to shut down to keep the price at this
level, which induces a shift of the short-run supply, to

SRS;. Then there is additional shutdown, shifting in the \
short-run supply still further, but driving up the price oo
(along the demand curve) until the long-term

equilibrium is reached.

SRS, SRS,

LRS
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Consider an increase in the price of an input into
production. For example, an increase in the price of Figure 108 4 big decrease
crude oil increases the cost of manufacturing gasoline. in demand

This tends to decrease (shift up) both the long-run

supply and the short-run supply by the amount of the PR s, sms,
cost increase. The effect is illustrated in Figure 10.9 "A \/ / ‘

decrease in supply". The increased costs reduce both the
short-run supply (prices have to be higher in order to

produce the same quantity) and the long-run supply. \
The short-run supply shifts upward to SRS; and the > o,

LRS

long-run supply to LRS;. The short-run effect is to move

to the intersection of the short-run supply and demand,
which is at the price P; and the quantity Q;. This price is

below the long-run average cost, which is the long-run supply, so over time some
firms don’t replace their capital and there is disinvestment in the industry. This
disinvestment causes the short-run supply to be reduced (move left) to SRS;.

The case of a change in supply is more challenging
because both the long-run supply and the short-run Figure 109 4 decrease in
supply are shifted. But the logic—start at a long-run supply

equilibrium, then look for the intersection of current
demand and short-run supply, then look for the
intersection of current demand and long-run supply—is
the same whether demand or supply have shifted.

Py

LRS

b'v

LRS

|
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KEY TAKEAWAYS

10.3 Dynamics With Constant Costs

A long-run equilibrium occurs at a price and quantity when the demand
equals the long-run supply, and the number of firms is such that the
short-run supply equals the demand.

At long-run equilibrium prices, no firm wishes to shut down, no firm can
make positive profits from entering, there is no excess output, and no
consumer is rationed.

An increase in demand to a system in long-run equilibrium first causes a
short-run increase in output and a price increase. Then, because entry is
profitable, firms enter. Entry shifts out short-run supply until the
system achieves long-run equilibrium, decreasing prices back to their
original level and increasing output.

A decrease in demand creates a short-run equilibrium where existing
short-run supply equals demand, with a fall in price and output. If the
price fall is large enough (to average variable cost), some firms shut
down. Then as firms exit, supply contracts, prices rise, and quantity
contracts further.

The case of a change in supply is more challenging because both the
long-run supply and the short-run supply are shifted.
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10.4 General Long-run Dynamics

LEARNING OBJECTIVE

1. If long-run costs aren’t constant, how do changes in demand or costs
affect short- and long-run prices and quantities traded?

The previous section made two simplifying assumptions that won’t hold in all
applications of the theory. First, it assumed constant returns to scale, so that long-
run supply is horizontal. A perfectly elastic long-run supply means that price
always eventually returns to the same point. Second, the theory didn’t distinguish
long-run from short-run demand. But with many products, consumers will adjust
more over the long-term than immediately. As energy prices rise, consumers buy
more energy-efficient cars and appliances, reducing demand. But this effect takes
time to be seen, as we don’t immediately scrap our cars in response to a change in
the price of gasoline. The short-run effect is to drive less in response to an increase
in the price, while the long-run effect is to choose the appropriate car for the price
of gasoline.

To illustrate the general analysis, we start with a long-run equilibrium. Figure 10.10
"Equilibrium with external scale economy" reflects a long-run economy of scale,
because the long-run supply slopes downward, so that larger volumes imply lower
cost. The system is in long-run equilibrium because the short-run supply and
demand intersection occurs at the same price and quantity as the long-run supply
and demand intersection. Both short-run supply and short-run demand are less
elastic than their long-run counterparts, reflecting greater substitution possibilities
in the long run.
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10.4 General Long-run Dynamics

Now consider a decrease in demand, decreasing both
short-run and long-run demand. This is illustrated in Figure 1010 Fquilibrium
Figure 10.11 "Decrease in demand". To reduce the with external scale economy
proliferation of curves, we colored the old demand
curves very faintly and marked the initial long-run
equilibrium with a zero inside a small rectangle.The
short-run demand and long-run demand have been
shifted down by the same amount; that is, both reflect
an equal reduction in value. This kind of shift might
arise if, for instance, a substitute had become cheaper; a
but the equal reduction is not essential to the theory. In
addition, the fact of equal reductions often isn’t
apparent from the diagram, because of the different
slopes—to most observers, it appears that short-run
demand fell less than long-run demand. This isn’t Figure 10.11 Decrease in

. demand
correct, however, and one can see this because the
intersection of the new short-run demand and long-run  *
demand occurs directly below the intersection of the old
curves, implying both fell by equal amounts. The
intersection of short-run supply and short-run demand
is marked with the number 1. Both long-run supply and
long-run demand are more elastic than their short-run
counterparts, which has an interesting effect. The
short-run demand tends to shift down over time,
because the price associated with the short-run
equilibrium is above the long-run demand price for the short-run equilibrium
quantity. However, the price associated with the short-run equilibrium is below the
long-run supply price at that quantity. The effect is that buyers see the price as too
high, and are reducing their demand, while sellers see the price as too low, and so
are reducing their supply. Both short-run supply and short-run demand fall, until a
long-run equilibrium is achieved.

SRS,

SRD, LD,
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10.4 General Long-run Dynamics

In this case, the long-run equilibrium involves higher

prices, at the point labeled 2, because of the economy of Figure 10,12 Long-run after
scale in supply. This economy of scale means that the a decrease in demand
reduction in demand causes prices to rise over the long
run. The short-run supply and demand eventually
adjust to bring the system into long-run equilibrium, as
Figure 10.12 "Long-run after a decrease in demand"
illustrates. The new long-run equilibrium has short-run
demand and supply curves associated with it, and the
system is in long-run equilibrium because the short-run
demand and supply, which determine the current state
of the system, intersect at the same point as the long-
run demand and supply, which determine where the
system is heading.

SRS,

There are four basic permutations of the dynamic analysis—demand increase or
decrease and a supply increase or decrease. Generally, it is possible for long-run
supply to slope down—this is the case of an economy of scale—and for long-run
demand to slope up.The demand situation analogous to an economy of scale in
supply is a network externality, in which the addition of more users of a product
increases the value of the product. Telephones are a clear example—suppose you
were the only person with a phone—but other products like computer operating
systems and almost anything involving adoption of a standard represent examples
of network externalities. When the slope of long-run demand is greater than the
slope of long-run supply, the system will tend to be inefficient, because an increase
in production produces higher average value and lower average cost. This usually
means that there is another equilibrium at a greater level of production. This gives
16 variations of the basic analysis. In all 16 cases, the procedure is the same. Start
with a long-run equilibrium and shift both the short-run and long-run levels of
either demand or supply. The first stage is the intersection of the short-run curves.
The system will then go to the intersection of the long-run curves.

An interesting example of competitive dynamics’ concepts is the computer memory
market, which was discussed previously. Most of the costs of manufacturing
computer memory are fixed costs. The modern DRAM plant costs several billion
dollars; the cost of other inputs—chemicals, energy, labor, silicon wafers—are
modest in comparison. Consequently, the short-run supply is vertical until prices
are very, very low; at any realistic price, it is optimal to run these plants 100% of the
time.The plants are expensive, in part, because they are so clean—a single speck of
dust falling on a chip ruins the chip. The Infineon DRAM plant in Virginia stopped
operations only when a snowstorm prevented workers and materials from reaching
the plant. The nature of the technology has allowed manufacturers to cut the costs
of memory by about 30% per year over the past 40 years, demonstrating that there
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is a strong economy of scale in production. These two features—vertical short-run
supply and strong economies of scale—are illustrated in Figure 10.13 "DRAM
market". The system is started at the point labeled with the number 0, with a
relatively high price, and technology that has made costs lower than this price.
Responding to the profitability of DRAM, short-run supply shifts out (new plants are
built and die-shrinks permit increasing output from existing plants). The increased
output causes prices to fall relatively dramatically because short-run demand is
inelastic, and the system moves to the point labeled 1. The fall in profitability
causes DRAM investment to slow, which allows demand to catch up, boosting prices
to the point labeled 2. (One should probably think of Figure 10.13 "DRAM market"
as being in a logarithmic scale.)

The point labeled with the number 2 looks qualitatively
similar to the point labeled with the number 1. The
prices have followed a “sawtooth” pattern, and the
reason is due to the relatively slow adjustment of
demand compared to supply, as well as the inelasticity
of short-run demand, which creates great price swings
as short-run supply shifts out. Supply can be increased
quickly and is increased “in lumps” because a die-shrink 0
(making the chips smaller so that more fit on a given
silicon wafer) tends to increase industry production by a B,
large factor. This process can be repeated starting at the

point labeled 2. The system is marching inexorably

toward a long-run equilibrium in which electronic

memory is very, very cheap even by current standards and is used in applications
that haven'’t yet been considered; but the process of getting there is a wild ride,
indeed. The sawtooth pattern is illustrated in Figure 10.14 "DRAM revenue cycle",
which shows DRAM industry revenues in billions of dollars from 1992 to 2003, and
projections of 2004 and 2005.Two distinct data sources were used, which is why
there are two entries for each of 1998 and 1999.

Figure 10.13 DRAM market

Figure 10.14 DRAM revenue cycle
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$40 —
$30 —
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KEY TAKEAWAY

In general, both demand and supply may have long-run and short-run
curves. In this case, when something changes, initially the system moves
to the intersections of the current short-run supply and demand for a
short-run equilibrium, then to the intersection of the long-run supply
and demand. The second change involves shifting short-run supply and
demand curves.

EXERCISES

1.

10.4 General Long-run Dynamics

Land close to the center of a city is in fixed supply, but it can be used
more intensively by using taller buildings. When the population of a city
increases, illustrate the long- and short-run effects on the housing
markets using a graph.

Emus can be raised on a wide variety of ranch land, so that there are
constant returns to scale in the production of emus in the long run. In
the short run, however, the population of emus is limited by the number
of breeding pairs of emus, and the supply is essentially vertical.
Hlustrate the long- and short-run effects of an increase in demand for
emus. (In the late 1980s, there was a speculative bubble in emus, with
prices reaching $80,000 per breeding pair, in contrast to $2,000 or so
today.)

There are long-run economies of scale in the manufacture of computers
and their components. There was a shift in demand away from desktop
computers and toward notebook computers around the year 2001. What
are the short- and long-run effects? lllustrate your answer with two
diagrams, one for the notebook market and one for the desktop market.
Account for the fact that the two products are substitutes, so that if the
price of notebook computers rises, some consumers shift to desktops.
(To answer this question, start with a time 0 and a market in long-run
equilibrium. Shift demand for notebooks out and demand for desktops
in.) What happens in the short run? What happens in the long run to the
prices of each? What does that price effect do to demand?
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Investment

The distinction between the short-run supply and the long-run supply is governed
by the time that investment takes. Part of the difference between the short-run
demand and the long-run demand arises because we don’t scrap capital
goods—cars, fridges, and air conditioners—in response to price changes. In both
cases, investment is an important component of the responsiveness of supply and
demand. In this section, we take a first look at investment. We will take a second
look at investment from a somewhat different perspective later when we consider
basic finance tools near the end of the book. Investment goods require expenditures
today to produce future value, so we begin the analysis by examining the value of
future payments.
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11.1 Present Value

1. Value in today’s dollars of a
stream of future payments.

2. The practice of adjusting a
sequence of payments to
account for the interest these
payments would earn in
financial markets.

3. Buying and reselling to make a
profit.

LEARNING OBJECTIVE

1. How is a stream of payments or liabilities evaluated?

The promise of $1 in the future is not worth $1 today. There are a variety of reasons
why a promise of future payments is not worth the face value today, some of which
involve risk that the money may not be paid. Let’s set aside such risk for the
moment. Even when the future payment is perceived to occur with negligible risk,
most people prefer $1 today to $1 payable a year hence. One way to express this is
by the present value': The value today of a future payment of a dollar is less than a
dollar. From a present value perspective, future payments are discounted?’.

From an individual perspective, one reason that one should value a future payment
less than a current payment is due to arbitrage’.Arbitrage is the process of buying
and selling in such a way as to make a profit. For example, if wheat is selling for $3
per bushel in New York but $2.50 per bushel in Chicago, one can buy in Chicago and
sell in New York, profiting by $0.50 per bushel minus any transaction and
transportation costs. Such arbitrage tends to force prices to differ by no more than
transaction costs. When these transaction costs are small, as with gold, prices will
be about the same worldwide. Suppose you are going to need $10,000 one year from
now to put a down payment on a house. One way of producing $10,000 is to buy a
government bond that pays $10,000 a year from now. What will that bond cost you?
At current interest rates, a secure bondEconomists tend to consider U.S. federal
government securities secure, because the probability of such a default is very, very
low. will cost around $9,700. This means that no one should be willing to pay
$10,000 for a future payment of $10,000 because, instead, one can have the future
$10,000 by buying the bond, and will have $300 left over to spend on cappuccinos or
economics textbooks. In other words, if you will pay $10,000 for a secure promise to
repay the $10,000 a year hence, then I can make a successful business by selling you
the secure promise for $10,000 and pocketing $300.

This arbitrage consideration also suggests how to value future payments: discount
them by the relevant interest rate.

Example (Auto loan): You are buying a $20,000 car, and you are offered the choice to
pay it all today in cash, or to pay $21,000 in one year. Should you pay cash
(assuming you have that much in cash) or take the loan? The loan is at a 5% annual
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interest rate because the repayment is 5% higher than the loan amount. This is a
good deal for you if your alternative is to borrow money at a higher interest rate;
for example, on (most) credit cards. It is also a good deal if you have savings that
pay more than 5%—if buying the car with cash entails cashing in a certificate of
deposit that pays more than 5%, then you would be losing the difference. If, on the
other hand, you are currently saving money that pays less than 5% interest, paying
off the car is a better deal.

The formula for present value is to discount by the amount of interest. Let’s denote
the interest rate for the next year as r1, the second year’s rate as ry, and so on. In

this notation, $1 invested would pay $(1 + r1) next year, or $(1 + r1) x (1 + rp) after 2
years, or $(1 +r1) x (1 + r2) x (1 + r3) after 3 years. That is, r; is the interest rate that

determines the value, at the end of year i, of $1 invested at the start of year i. Then
if we obtain a stream of payments Ap immediately, A; at the end of year one, A, at

the end of year two, and so on, the present value of that stream is

A Ay Ay

PV =A) + + + + ...
0 1+n 1+r)1+nrn) (I+r)+mrn)d+r)

Example (Consolidated annuities or consols®): What is the value of $1 paid at the
end of each year forever, with a fixed interest rate r? Suppose the value is v.

ThenThis development uses the formula that, for-1<a <1, ﬁ =l+a+d +.,
which is readily verified. Note that this formula involves an infinite series.

L SRR SR 1 1
V= e &= ——— .
L+r @+ A+7r) -+ r

At a 5% interest rate, $1 million per year paid forever is worth $20 million today.
Bonds that pay a fixed amount every year forever are known as consols; no current
government issues consols.

Example (Mortgages): Again, fix an interest rate r, but this time let r be the monthly
interest rate. A mortgage implies a fixed payment per month for a large number of
months (e.g., 360 for a 30-year mortgage). What is the present value of these
payments over n months? A simple way to compute this is to use the consol value,
because

1 1 1 1 1 1

= + + fot—— = ——-— —
L+r A+ d+r L+r" 1+t

4. Bonds that pay a fixed amount
in perpetuity (forever).
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5. An approximate interest rate
that is calculated by dividing
the annual interest rate by the

number of periods in one year.

6. The correct rate of interest
that is calculated by adding
together the cumulative
interest payments earned
during one year.

11.1 Present Value

1 1 1 1 1

P TR T N G SRR

1 L 1_1{ 1
A+ U awy )

Thus, at a monthly interest rate of 0.5%, paying $1 per month for 360 months

produces a present value M of 0.0105 (1 — W = $166.79 Therefore, to
$100,000

borrow $100,000, one would have to pay 6670 — $599.55per month. It is

important to remember that a different loan amount just changes the scale:
$150,000
$166.79

$1 per month generates $166.79 in present value.

Borrowing $150,000 requires a payment of

Example (Simple and compound interest): In the days before calculators, it was a
challenge to actually solve interest-rate formulas, so certain simplifications were

= $899.33per month, because

made. One of these was simple interest’, which meant that daily or monthly rates

were translated into annual rates by incorrect formulas. For example, with an

annual rate of 5%, the simple interest daily rate is 3% = (0.07692%.The fact that

365
)365

this is incorrect can be seen from the calculation (1 + B = 1.051267%,

365

which is the compound interest® calculation. Simple interest increases the annual

rate, so it benefits lenders and harms borrowers. (Consequently, banks advertise

the accurate annual rate on savings accounts—when consumers like the number to

be larger—but not on mortgages, although banks are required by law to disclose,
but not to advertise widely, actual annual interest rates on mortgages.)

Example (Obligatory lottery): You win the lottery, and the paper reports that you’ve
won $20 million. You’re going to be paid $20 million, but is it worth $20 million? In
fact, you get $1 million per year for 20 years. However, in contrast to our formula,

you get the first million right off the bat, so the value is

1 1 1 1

PV =1+ + + tot—— =
Ltr @+ A+r) (1+n)"°

Table 11.1 "Present value of $20 million" computes the present value of our $20

million dollar lottery, listing the results in thousands of dollars, at various interest

rates. At 10% interest, the value of the lottery is less than half the “number of
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7. The present value of a stream
of net payments.

8. A bond that has a fixed
redemption value.

11.1 Present Value

dollars” paid; and even at 5%, the value of the stream of payments is 65% of the face
value.

Table 11.1 Present value of $20 million

r 3% 4% 5% 6% 7% 10%

PV (000s) | $15,324 | $14,134 | $13,085 | $12,158 | $11,336 | $9,365

The lottery example shows that interest rates have a dramatic impact on the value
of payments made in the distant future. Present value analysis is the number one
tool used in MBA programs, where it is known as net present value, or NPV’,
analysis. It is accurate to say that the majority of corporate investment decisions
are guided by an NPV analysis.

Example (Bond prices): A standard Treasury bill® has a fixed future value. For
example, it may pay $10,000 in one year. It is sold at a discount off the face value, so
that a one-year, $10,000 bond might sell for $9,615.39, producing a 4% interest rate.
To compute the effective interest rate r, the formula relating the future value FV,
the number of years n, and the price is

FV
Price

l/n
FV
r= - — 1.
Price

We can see from either formula that Treasury bill prices move inversely to interest
rates—an increase in interest rates reduces Treasury prices. Bonds are a bit more
complicated. Bonds pay a fixed interest rate set at the time of issue during the life
of the bond, generally collected semiannually, and the face value is paid at the end
of the term. These bonds were often sold on long terms, as much as 30 years. Thus, a
three-year, $10,000 bond at 5% with semiannual payments would pay $250 at the
end of each half year for 3 years, and pay $10,000 at the end of the 3 years. The net
present value, with an annual interest rate r, is

A+ =

or

$250 $250 4 $250 $250 $250 $:

1+nrnt A+ q+rnr A+ A+n* (-
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The net present value will be the price of the bond. Initially, the price of the bond
should be the face value, since the interest rate is set as a market rate. The U.S.
Treasury quit issuing such bonds in 2001, replacing them with bonds in which the
face value is paid and then interest is paid semiannually.

KEY TAKEAWAYS

+ Capital goods change slowly, in part because they are durable.

+ The acquisition of goods that will be used over time, whether they be
factories, homes, or televisions, is known as investment.

+ The promise of $1 in the future is not worth $1 today. The difference is a
discount on future payments.

« Arbitrage involves buying and selling such that a positive surplus is
earned.

+ Arbitrage is possible unless future payments are discounted by the
appropriate interest rate.

« “Simple” interest means that daily, monthly, or annual rates are
translated into daily, monthly, or annual rates by incorrect formulas.
Accurate calculations are known as compound interest.

+ A standard Treasury bill has a fixed future value. Treasury bill prices
move inversely to interest rates—an increase in interest rates reduces
Treasury prices.

+ Bonds pay a fixed interest rate set at the time of issue during the life of
the bond, generally collected semiannually, and the face value is paid at
the end of the term.
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EXERCISES

1. Ata 7% annual interest rate, what is the present value of $100 paid at
the end of one year, and $200 paid at the end of the second year?

2. Compute the NPV of the 3-year, $10,000 bond with $250 semiannual
payments semiannually, at an interest rate of 4%.

3. You can finance your $20,000 car with a straight 5% loan paid monthly
over 5 years, or a loan with one year interest-free followed by 4 years of
7% interest. (Hint: In both cases, figure out the fixed monthly payments
that produce an NPV equal to $20,000.)

4. You win the lottery. At what interest rate should you accept $7 million
today over 20 annual payments of $500,0007

5. An investor discounts future profits at 5% per year. Suppose a stock pays
$1 in dividends after one year, growing 1% each year thereafter. How
much should the stock be worth today?

6. You are buying a $20,000 car. If you make monthly payments of $1,000,
how long will it take you to pay off the debt if the interest rate is 1% per
month? How does this change when the interest rate drops to 0.5%7
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11.2 Investment

LEARNING OBJECTIVE

1. How do I evaluate an investment opportunity?

A simple investment project requires an investment, I, followed by a return over
time. If you dig a mine, drill an oil well, build an apartment building or a factory, or
buy a share of stock, you spend money now, hoping to earn a return in the future.
We will set aside the very important issue of risk until the next subsection, and ask
how one makes the decision to invest.

The NPV approach involves assigning a rate of return r that is reasonable for the
specific project and then computing the corresponding present value of the
expected stream of payments. Since the investment is initially expended, it is
counted as negative revenue. This yields an expression that looks like

Ry R» R3
+ =+ -+
lL+r A+ (1+r)

NPV = -1 +

where R; represents first-year revenues, R, represents second-year revenues, and

so on.The most common approach treats revenues within a year as if they are
received at the midpoint, and then discounts appropriately for that mid-year point.
The present discussion abstracts from this practice. The investment is then made
when NPV is positive—because this would add to the net value of the firm.

Carrying out an NPV analysis requires two things. First, investment and revenues
must be estimated. This is challenging, especially for new products where there is
no direct way of estimating demand, or with uncertain outcomes like oil wells or
technological research.The building of the famed Sydney Opera House, which looks
like billowing sails over Sydney Harbor in Australia, was estimated to cost $7
million and actually cost $105 million. A portion of the cost overrun was due to the
fact that the original design neglected to install air conditioning. When this
oversight was discovered, it was too late to install a standard unit, which would
interfere with the excellent acoustics, so instead an ice hockey floor was installed as
a means of cooling the building. Second, an appropriate rate of return must be
identified. The rate of return is difficult to estimate, mostly because of the risk
associated with the investment payoffs. Another difficulty is recognizing that
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project managers have an incentive to inflate the payoffs and minimize the costs to
make the project appear more attractive to upper management. In addition, most
corporate investment